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ABSTRACT
Deep Knowledge Tracing (DKT), which traces a student’s knowledge change using deep recurrent neural networks, is widely adopted in student cognitive modeling. Current DKT models only predict a student’s performance based on the observed learning history. However, a student’s learning processes often contain latent events not directly observable in the learning history, such as partial understanding, making slips, and guessing answers. Current DKT models fail to model this kind of stochasticity in the learning process. To address this issue, we propose Variational Deep Knowledge Tracing (VDKT), a latent variable DKT model that incorporates stochasticity into DKT through latent variables. We show that VDKT outperforms both a sequence-to-sequence DKT baseline and previous SoTA methods on MAE, F1, and AUC by evaluating our approach on two Duolingo language learning datasets. We also draw various interpretable analyses from VDKT and offer insights into students’ stochastic behaviors in language learning.

CCS CONCEPTS
• Social and professional topics → Student assessment; • Computing methodologies → Neural networks; • Mathematics of computing → Variational methods.
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1 INTRODUCTION
Knowledge tracing is the task of modeling a student’s knowledge acquisition and loss process based on the student’s past trajectories of interactions with a learning system [2]. Knowledge tracing on language learning is particularly interesting for two reasons. First, modern language learning systems such as Duolingo [37, 38] provide vast amounts of interaction data that fuel the performance of advanced machine learning models. Second, since a language usually takes a long period to learn and retain, most of the language learning interaction trajectories are long and noisy sequences. As a result, a unique challenge is posed to apply knowledge tracing models to language learning.

Many existing methods are based on psychological insights. For example, Pimsleur [29] and Leitner [22] used psycho-linguistically inspired models with hand-picked parameters. Corbett and Anderson [7] proposed Bayesian Knowledge Tracing (BKT), a well-known Bayesian-based method for knowledge tracing. More recently, Settles and Meeder [38] and Renduchintala et al. [31] investigated more advanced statistical learning models in combination with psycho-linguistic theories. However, due to the limitations of parameter size and the form of distributions they can choose from, these models could not effectively capture sophisticated patterns of the data provided by language learning systems.

To improve the performance of knowledge tracing models, researchers have built RNN-based knowledge tracing models, e.g., Deep Knowledge Tracing (DKT) by Piech et al. [28]. Current DKT models achieve superior performance compared to the aforementioned methods in many domains [28, 39, 42, 47] including language learning [37]. However, unlike latent variable models such as BKT models, a DKT model works purely on observed data and ignores...
the underlying scholastic patterns made by the unobserved latent variables. Such a simplification makes it difficult for DKT methods to model language learning datasets, which are often stochastic [10].

A student’s interaction with a language learning system is noisy and uncertain. For instance, one could slip on questions even when already mastering the underlying concepts. One could also guess an answer to a question correctly without fully understanding the corresponding concepts. Moreover, a student learns by acquiring new knowledge, understanding parts of it, and then forgetting parts of the learned concepts. As a result, the student’s knowledge state fluctuates during the learning process. All the fluctuations lead to the student’s stochastic behaviors when practicing knowledge. Therefore, the student’s raw observed behavior is not always the best measure (or loss function in deep knowledge tracing) to optimize for, and these many latent events need to be uncovered at an abstraction level higher than the raw observance. Unfortunately, current DKT models only learn from the observed inputs and cannot adequately generalize the stochastic learning processes that contain these latent events.

As further illustrated in Figure 1, a student is learning two linguistic rules pertaining to the word are. The first one uses are as a linking verb followed by a noun phrase or an adjective, e.g., “you are not real”. The second one uses are to represent the present progressive tense, e.g., “you are buying shoes”. The student needs to answer a series of questions that involve the use of are in sentences. A beginning language learner is likely to be confused by these rules and has uncertain learning behaviors when practicing the word are. Although a DKT model could implicitly model some stochastic behaviors, it would largely ignore the latent information and fail at generalizing these learner behaviors. In contrast, a probabilistic knowledge tracing system is capable of maintaining a probabilistic distribution of a student’s knowledge representations (as demonstrated by red and blue belief bars in Figure 1) and separate noisy events from learning actual knowledge representations to achieve better modeling performance.

Much of the previous work attempted to incorporate latent information by including richer features, e.g., problem tags, linguistic features, and user information [45, 48], into DKT. However, the critical difficulty in representing uncertainty still exists due to the non-existence of latent variables in current DKT models. In this work, we tackle the challenge by introducing latent variables to DKT to capture the stochasticity and latent information existing in a student’s learning process. To our knowledge, our proposed model is the first comprehensive attempt towards incorporating uncertainty into deep learning-based knowledge tracing models.

Our contribution is three-fold: (1) We built a baseline Sequence-to-Sequence Deep Knowledge Tracing model (SDKT) adapted to the language learning domain. It systematically combines a student’s sequential learning trajectories with question-level linguistic features and user-level features. (2) We presented Variational Deep Knowledge Tracing (VDKT), a latent variable model that introduces variation into the SDKT model. We evaluated VDKT and SDKT on two large second language learning datasets collected by Duolingo: one for vocabulary learning and the other for sentence learning. Results show that adding latent variables to the SDKT model substantially improved performance on MAE, F1, and AUC. Additionally, VDKT achieved state-of-the-art (SoTA) performance on these two real-world language learning datasets. (3) We performed various analyses comparing VDKT and SDKT, including creating visualizations to make these analyses more interpretable. These analyses provide further insights towards a better understanding of latent information in language learning modeling. Our work has many real-world educational applications including helping to better assess student learning, understanding students’ stochastic behavior, and providing insight into students’ underlying learning processes. All of these are directly related to the interests of the learning analytics community.

2 RELATED WORK

Our work tackles the classical knowledge tracing problem and leverages variational autoencoders, so we summarize prior work in these two related areas: knowledge tracing and variational encoder-decoder.

2.1 Knowledge Tracing

The goal of knowledge tracing is to learn a representation of student knowledge over time based on their past learning performance. The representation is evaluated by predicting student performance on future questions. The two most popular families of knowledge tracing models are Bayesian knowledge tracing (BKT) [7], based upon Hidden Markov Models (HMMs) [12], and Deep Knowledge Tracing (DKT) [28], back-boned by sequence to sequence models [40].

BKT, the long-standing method for knowledge tracing, uses HMMs to model a student’s prior knowledge and learning speed. To model latent information in a student’s stochastic learning process, BKT introduces a slip parameter (fail a question despite mastering the skill) and a guess parameter (guess a question correctly despite not yet mastering the skill). These parameters together with other HMM parameters are typically optimized using past data by expectation-maximization algorithms [8]. BKT infers a student’s future performance based on these estimated parameters. Many extensions to the original BKT have been proposed. For example, latent factors such as individual differences could be integrated into BKT to enhance model performance [19]. Heathcote et al. [14] associated the student performance on multiple skill questions with all required skills by listing the performance sequence repeatedly. Khajeh et al. [18] incorporated a forgetting parameter to allow for forgetting of skills. Overall, the main advantage of BKT is that it has strong prior assumptions, which make states easily interpretable. However, BKT generally requires manual topic labeling, has overly simplistic independent topics assumptions, and often underperforms DKT on large educational datasets [28].

DKT has been developed in recent years with the resurgence of recurrent neural networks (RNNs) [34]. RNNs are a natural way to encode a student’s interactions - the knowledge states are represented as hidden states in an RNN and forwarded to future time steps. DKT has shown more promising results than traditional models on various domains including mathematics [28, 44], programming exercises [42], engineering statics [47], and language learning [17, 27]. Many variations of the original DKT [28] have emerged in recent years to augment the modeling performance. Su
et al. [39] used a second recurrent neural network to encode question text to better characterize the relationship between questions. Zhang et al. [47] used two static matrices to store knowledge concepts and students’ understanding of concepts separately so as to uncover some underlying concepts. However, all the existing DKT models only learn from the raw observed data. As a result, they cannot capture the latent student behaviors such as guessing or slipping smoothly, which on the contrary can be naturally modeled in BKTs. To this end, our VDKT can be regarded as the first step towards unifying DKT with BKT.

### 2.2 Variational Encoder-Decoder

Autoencoders [13, 15, 35] encode inputs to low-dimensional intermediate representations and then decode back to the original inputs. They share similar technological traits to our problem because of its encoder-decoder architecture. In knowledge tracing, the student’s historical performance is encoded using an encoder, and when predicting the student’s future performance, a decoder is used to generate predictions based on the encoded representation of the student’s learning trajectories.

However, the difficulty with autoencoders is that the intermediate latent representation is not continuous, hence making the decoded results less accurate. Recently, variational versions of autoencoders [20, 32] have been proposed to impose probabilistic distributions on latent representations to solve this issue. Instead of encoding each input into a distinct representation, a variational autoencoder (VAE) encodes inputs into a probabilistic distribution, and the decoder samples from this distribution when generating outputs. VAEs have been proven to be effective in many application domains such as image modeling [30] and music [33]. When applied to natural language, variational methods can be used to better model the stochastic nature of text and have produced promising results in areas including sentence generation [4], question answering [26], and dialogue systems [9, 36].

There are two major ways to incorporate latent variables into the encoder-decoder architecture. One is to add variations using a global latent variable that encodes either the entire input sequence [4] or the entire output sequence [5]. The other approach is to incorporate a local latent variable that is unique to each sample [36]. Our method aligns more closely with the second line of variational sequence modeling since uncertainty may occur every time a student attempts a question.

### 3 VARIATIONAL DEEP KNOWLEDGE TRACING

We first present Sequence-to-Sequence Deep Knowledge Tracing (SDKT), a sequence-to-sequence deep knowledge tracing model that naturally separates a student’s learning history and future performance through the encoder-decoder structure. The encoder is used to encode a student’s learning history and the decoder is used to predict the student’s future performance. SDKT also systematically incorporates a wide range of linguistic and user-specific features to aid the characterization of students’ knowledge states. Figure 2abc shows a model diagram of SDKT. Building upon SDKT, we then present Variational Deep Knowledge Tracing (VDKT) by replacing the regular prediction layer in SDKT with a variational inference layer as shown in Figure 2d.

### 3.1 Notations and Embedding Representations

As can be seen from Figure 2a, given a student’s learning history from time step 1 to \( k - 1 \), the goal of knowledge tracing is to predict the student’s performance on all the questions after the time step \( k \) (inclusive). We use LSTM and BiLSTM as basic building blocks in our model where LSTM stands for long short-term memory [16] and BiLSTM stands for bidirectional LSTM [23].

The first task we need to perform is to convert input features, including questions students worked on, answers students attempted, and other meta-level features such as linguistic features and students’ personal information, to vectors. Similar to word embedding [41], we use trainable embeddings to convert inputs to vectors. These input embedding representations are obtained by passing question IDs, binary answers (correct or incorrect), and meta-level feature converted IDs to trainable embedding layers that are optimized together with the rest of the neural network. At a time step \( t \), we use \( q_t \) to denote the embedded question representation, \( a_t \) to denote the embedded student answer representation, and \( m_t \) to denote the embedded meta-level representation.

We use \( S_t \) to denote a state tuple that contains two vectors, \( c_t \) and \( h_t \), the memory and hidden state of an LSTM cell, respectively. We use \( f \) and \( g \) to denote activation functions and \( W \) and \( b \) to denote weight matrices and bias terms in dense layers. Lastly, we use \( \text{softmax} \) to denote the softmax [13] function, \( ( , ) \) to denote tuples, and \( [ , ] \) to denote concatenations.

### 3.2 Sequence-to-Sequence Deep Knowledge Tracing (SDKT)

We employ an encoder-decoder architecture for the SDKT model. The encoder (Figure 2a) first learns forward and backward representations \( S^f_t \) and \( S^b_t \) over the past learning trajectories \( q_{1:t} \) and \( a_{1:t} \) by using a BiLSTM where \( LSTM_F \) is the forward one and \( LSTM_B \) is the backward one. The encoder is mathematically defined as follows: for \( t = 1 \cdots k-1 \),

\[
S^f_t = LSTM_F([a_t, q_t], S^f_{t-1}) \quad (1)
\]

\[
S^b_t = LSTM_B([a_t, q_t], S^b_{t-1}) \quad (2)
\]

The outputs are further encoded using a one-layer LSTM to form \( S_t \). The decoder design is divided into two versions, a concurrent decoder and an auto-regressive decoder, to accommodate the formats of the two language learning datasets described later in Section 4. The concurrent decoder assumes no dependencies between questions and predict all answers at the same time. As illustrated in Figure 2b, \( m_t \) packs meta-data related to the question \( q_t \) and enters a regular prediction layer together with \( h_t \). The concurrent decoder is formulated as follows: for \( t \geq k \),

\[
S_t = LSTM(q_t, S_{t-1}) = (c_t, h_t) \quad (3)
\]

\[
a_t = [m_t, h_t] \quad (4)
\]

The auto-regressive decoder assumes temporal dependencies between outputs. It is widely used in sequence-to-sequence modeling, e.g., machine translation [43]. Figure 2c shows the illustration...
The deterministic nature of SDKT makes it difficult to model stochastic patterns in knowledge tracing. To address this limitation, we first turn the variational input augment SDKT by adding a latent variable, $z_t$, to each time step. We parametrize $z_t$ by passing both $z_t$ and $o_t$ to a dense layer followed by a softmax function.

$$a_t = \text{softmax}(f(Wo_t + b))$$

We calculate the final prediction, $a_t$, by passing both $z_t$ and $o_t$ to a dense layer followed by a softmax function.

$$a_t = \text{softmax}(f(Wo_t + b))$$

Figure 2d shows performing these steps in the variational prediction layer.

### 3.4 Scalable Inference

We train the VDKT model by maximizing the Evidence Lower Bound (ELBO) [20]. The ELBO $\mathcal{L}$ is defined as:

$$\mathcal{L} = -\lambda \text{KL}(q(z_t|a_t, o_t) \parallel p(z_t|o_t)) + \mathbb{E}_{z_t \sim q} \log p(a_t|z_t, o_t)$$

where KL stands for Kullback-Leibler divergence [21], an effective way of measuring the distance of two probability distributions. $\lambda$ is a variable weight to the KL term first introduced by Bowman et al. [4] to control the cost annealing schedule. $p$ is the prior distribution of the latent variable $z_t$, and $q$ is the proposed approximation to the posterior distribution of $z_t$. We parametrize $q$ by conditioning $z_t$ on $a_t$ and $o_t$ and then using a set of parameters to instantiate the mean and co-variance in a Gaussian distribution.

$$q(z_t|a_t, o_t) = \mathcal{N}(g(W\theta^q_1[a_t, o_t] + b^q), g(W\theta^q_2[a_t, o_t] + b^q))$$

### 3.3 Variational Deep Knowledge Tracing (VDKT)

The deterministic nature of SDKT makes it difficult to model stochastic patterns in knowledge tracing. To address this limitation, we augment SDKT by adding a latent variable, $z_t$, to each time step. We first turn the variational input $o_t$ into the mean $\theta_t$ and co-variance $\Sigma_t$ of a Gaussian distributed random variable. Specifically, we use $\theta_t = g(W\theta_1o_t + b^\theta)$ and $\Sigma_t = g(W\Sigma^1_2o_t + b^{\Sigma})$. Then the stochasticity in VDKT is represented using a random variable $z_t$ drawn from the Gaussian distribution:

$$z_t \sim \mathcal{N}(\theta_t, \Sigma_t)$$
3.5 Optimization
To balance the KL term and the marginal likelihood term in Equation 10, we change the variable weight \( \lambda \) during training. At the beginning of training, we focus on the loss function of the marginal likelihood term. As training proceeds, we gradually increase the term \( \lambda \) to allow the model to optimize more for the KL term. We borrowed this technique from Bowman et al. [4] and found it effective in our case as well. The schedule we chose was \( \lambda = (\frac{\tanh((\text{global step} - \alpha)/\beta)}{1}) + 1/2 \). Global step is the total number of training iterations and \( \alpha \) and \( \beta \) are tuned based on datasets.

4 DATASETS
We evaluated VDKT against SDKT on two large real-world language learning datasets collected by Duolingo, the Historical Log dataset (HLD) for vocabulary learning [38] and the Second Language Acquisition Modelling dataset (SLAM) for sentence learning [37]. Both datasets are split such that each training/testing sample consists of a source sequence (a student’s historical performance) and a target sequence (the same student’s future performance that needs to be predicted). We apply the encoder in Figure 2a to the source sequence in both datasets, the concurrent decoder in Figure 2b to the target sequence in the Duolingo HLD dataset, and the auto-regressive decoder in Figure 2c to the target sequence in the Duolingo SLAM dataset.

4.1 Duolingo Historical Log Dataset (HLD)
The Duolingo HLD dataset\(^1\) contains two weeks of student log data, which is about 13 million student-word session traces. A word session is a data instance in a sequence. Within each session, a student practiced a word multiple times. The aggregated recall rate was provided as the ground truth answer label. The task for this dataset is to predict the recall rates for future student-word sessions. In our experiments, we treated one word session as one question in our model. Thus, the word practiced in a session was \( q \), the aggregated recall rate was \( a \), and related meta information was \( m \). Since there is no dependency between sessions, we used the concurrent decoder to model student learning in this dataset.

4.2 Duolingo Second Language Acquisition Modeling Dataset (SLAM)
The Duolingo SLAM dataset\(^2\) contains about 6000 language learners’ first 30 days of learning data on Duolingo. The dataset covers three languages: English, Spanish, and French. In total, students practiced 1,100,000 English exercises, 900,000 Spanish exercises, and 412,000 French exercises. Within each exercise, students practiced multiple words at the same time to form a sentence, i.e., \( \text{my ducks do not swim every day} \). Duolingo’s internal grading algorithm [37] determines if the student’s answer to each word is correct or not. Because of the strong dependency between each word, we used the auto-regressive decoder to model each exercise. We formulated each word in an exercise as \( q \) and the corresponding answer label as \( a \). All the other information, such as student IDs, exercise types, and morpho-syntactic features, was recorded in \( m \) using embedding matrices.

The prediction task for the Duolingo SLAM dataset is to predict binary labels \( a \) for words in future exercises. The Duolingo SLAM dataset uses 0 for correct labels and 1 for incorrect labels; the Duolingo HLD dataset uses the opposite labels. To make it consistent across two datasets, we followed the labeling in the Duolingo HLD dataset and reversed the labels in the Duolingo SLAM dataset. We report the results in the same manner throughout the rest of the paper.

Additionally, the train-test splits for both datasets were provided by Duolingo [37, 38]. Our models were trained on the same training set and evaluated on the same testing set as those of prior work to ensure a fair comparison.

5 EVALUATION
We present technical implementation details of our SDKT and VDKT models, as well as quantitative evaluations results on the Duolingo HLD and SLAM datasets.

5.1 Experiment Setup
We implemented our method using TensorFlow 1.7 [1] and trained on an NVIDIA Volta 100 SXM2 GPU.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SDKT Params</th>
<th>VDKT Params</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>HLD</td>
<td>17.7M</td>
<td>17.8M</td>
<td>+0.5%</td>
</tr>
<tr>
<td>SLAM</td>
<td>2.5M</td>
<td>2.7M</td>
<td>+8.0%</td>
</tr>
</tbody>
</table>

Table 1: The total number of parameters in our SDKT and VDKT models on the Duolingo HLD and SLAM datasets. SDKT and VDKT have a comparable number of parameters on both datasets.

In our experiments, we carefully controlled the capacity of each layer and the number of total layers to conduct a fair comparison between SDKT and VDKT. Comparing to SDKT, the only additional parameters VDKT possessed were weights and bias terms in the prior distribution generation: \( W^\theta, b^\theta, W^Z, b^Z \) and in the approximated posterior distribution generation: \( W^\theta, b^\theta, W^Z, b^Z \). Both encoder and decoder LSTMs consisted of 128 hidden units. The vector size of the word embedding layer was 300. All the other embedding layers used a vector size of 64. The latent variables and the weights and the bias terms in the dense layers all contained 128 units. Each dense layer used tanh as the activation function. The dropout rate was 0.2. We used FastText [3] to initialize our word embedding for multiple languages covered in the dataset. Table 1 shows the number of parameters in SDKT and VDKT. We can see that SDKT and VDKT have a comparable number of parameters on both datasets.

In the presented results, an upward arrow indicates that a higher score is better. Similarly, a downward arrow indicates that a lower score is better. The best result for each metric is in bold. We use * to indicate if the predicted results between VDKT and the model being compared have a statistically significant difference (\( p < 0.05 \)). To compute the statistical significance, we followed Settles and

\(^1\)Available at github.com/duolingo/halflife-regression
\(^2\)Available at sharedtask.duolingo.com
We followed the settings of Settles and Meeder [38] by evaluating the settings of VDKT outperformed SDKT and previous state-of-the-art results on both MAE and AUC simultaneously. The differences between VDKT and all the other models were statistically significant, as annotated by *. Our baseline model, SDKT, performed close to the state-of-the-art results reported in Settles and Meeder [38] but could not achieve comparable performance to VDKT, the variational version of it. This suggests that randomness could play an important role in predicting student’s performance on this dataset.

Since there are two metrics, MAE and AUC, to evaluate the model, we noticed that there was a tradeoff between minimizing MAE and maximizing AUC. As shown in Figure 3, we obtained multiple MAE and AUC result pairs based on parameter tuning and where to stop the training. When deciding which MAE and AUC result pair to report in Table 2, we made a selection by minimizing the sum of the vertical and horizontal distance to the result achieved by the HLR model in Settles and Meeder [38].

Table 2: Evaluation results of SDKT and VDKT on the Duolingo HLD dataset compared with previous results in literature [38]. All the models are single models. The best MAE was achieved by the Half Life Regression (HLR) model and the best AUC was achieved by the Leitner system [38]. VDKT outperformed SDKT and previous state-of-the-art results on MAE and AUC simultaneously. The best result for each metric is in bold. * indicates if the predicted results between VDKT and the model being compared have a statistically significant difference (p<0.05).

<table>
<thead>
<tr>
<th>Model</th>
<th>MAE ↓</th>
<th>AUC ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settles &amp; Meeder [38]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HLR</td>
<td>0.128*</td>
<td>0.538</td>
</tr>
<tr>
<td>LR - lex</td>
<td>0.211*</td>
<td>0.514</td>
</tr>
<tr>
<td>Pimsleur</td>
<td>0.445*</td>
<td>0.510</td>
</tr>
<tr>
<td>Leitner</td>
<td>0.235*</td>
<td>0.542</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDKT</td>
<td>0.127*</td>
<td>0.540</td>
</tr>
<tr>
<td>VDKT</td>
<td>0.115</td>
<td>0.552</td>
</tr>
</tbody>
</table>

Table 2: Evaluation results of SDKT and VDKT on the Duolingo HLD dataset compared with previous results in literature [38]. All the models are single models. The best MAE was achieved by the Half Life Regression (HLR) model and the best AUC was achieved by the Leitner system [38]. VDKT outperformed SDKT and previous state-of-the-art results on MAE and AUC simultaneously. The best result for each metric is in bold. * indicates if the predicted results between VDKT and the model being compared have a statistically significant difference (p<0.05).

Figure 3: The Pareto Front graph of MAE and AUC evaluation results of HLR, SDKT, and VDKT on the Duolingo HLD dataset. Green and Orange dots represent different MAE and AUC pairs achieved by our SDKT and DKT models, respectively. The dot annotated with “HLR” is the result achieved by the Half Life Regression model in Settles and Meeder [38]. VDKT significantly outperformed SDKT and HLR on MAE and AUC simultaneously. The SDKT and VDKT results reported in Table 2 were selected by minimizing the sum of the vertical and horizontal distance to the result of HLR in the graph.

6 ANALYSIS AND DISCUSSION

In addition to showing modeling performance gains, we present quantitative analysis and qualitative visualizations to illustrate additional advantages of adding latent variables to knowledge tracing modeling.

6.1 Benefits of Probabilistic Representation

Going back to the motivating example discussed in Figure 1 where we presented a simple learning scenario that involves two uses of the word *are*, we explain here how the VDKT model presented in each language. Osika et al. [27] achieved the state-of-the-art F1 and AUC results on this dataset by using an ensemble model combining a Gradient Boosted Decision Tree (GBDT) [11] and a customized LSTM model extending Piech et al. [28]’s DKT architecture. Since we wanted to focus on single model performance and separate out the performance gain due to GBDTs, we performed three types of comparisons: single model, self ensemble, and GBDT ensemble. Self ensemble means models are ensemble with themselves, and GBDT ensemble means models are ensemble with GBDT models, which was what Osika et al. [27] used to achieve their state-of-the-art results. Our SDKT and VDKT models were trained separately on each of the language subsets. Table 3 shows that VDKT outperformed the previous state-of-the-art results reported by Osika et al. [27] in 8 out of 9 comparisons. VDKT also outperformed the non variational version, SDKT, in all the 18 experiments. All the differences between SDKT and VDKT were statistically significant, as shown by * in Table 3.5

---

5.2 Duolingo HLD Dataset Evaluation Results

We followed the settings of Settles and Meeder [38] by evaluating the models using Mean Absolute Error (MAE) and Area Under Curve (AUC). Prior to our work, the Half Life Regression (HLR) model [38] achieved the best (lowest) MAE and the Leitner model [22] achieved the best (highest) AUC. Table 2 shows that our VDKT model outperformed the previous state-of-the-art results on both MAE and AUC simultaneously. The differences between VDKT and all the other models were statistically significant, as annotated by *.

Our baseline model, SDKT, performed close to the state-of-the-art results reported in Settles and Meeder [38] but could not achieve comparable performance to VDKT, the variational version of it. This suggests that randomness could play an important role in predicting student’s performance on this dataset.

Since there are two metrics, MAE and AUC, to evaluate the model, we noticed that there was a tradeoff between minimizing MAE and maximizing AUC. As shown in Figure 3, we obtained multiple MAE and AUC result pairs based on parameter tuning and where to stop the training. When deciding which MAE and AUC result pair to report in Table 2, we made a selection by minimizing the sum of the vertical and horizontal distance to the result achieved by the HLR model in Settles and Meeder [38].
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Table 2: Evaluation results of SDKT and VDKT on the Duolingo HLD dataset compared with previous results in literature [38]. All the models are single models. The best MAE was achieved by the Half Life Regression (HLR) model and the best AUC was achieved by the Leitner system [38]. VDKT outperformed SDKT and previous state-of-the-art results on MAE and AUC simultaneously. The best result for each metric is in bold. * indicates if the predicted results between VDKT and the model being compared have a statistically significant difference (p<0.05).
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We only computed statistical significance for results between SDKT and VDKT since the exact predictions in Osika et al. [27] are not available.
Table 3: Evaluation results of our SDKT and VDKT on the Duolingo SLAM dataset compared with the state-of-the-art results by Osika et al. [27]. VDKT outperformed the state-of-the-art results in 8 out of 9 experiments and SDKT in all the 18 experiments. The best result for each metric is in bold. * indicates if the predicted results between VDKT and the model being compared have a statistically significant difference (p<0.05).

Section 3 can be applied to this synthesized example. To predict how well students perform, we need to uncover their understanding of the two underlying grammatical rules, and this can only be uncovered at a level of abstraction higher than raw score observations. In Figure 1, we used a two-dimensional latent variable as represented by belief bars to represent the student’s understanding of two grammatical rules. In the actual VDKT architecture, we used a high-dimensional latent variable \( z \) that can capture substantially richer latent information, including but not limited to two grammatical rules.

Students also practiced the word “are” in the Duolingo SLAM dataset, the real language learning dataset. We present a real student’s learning trajectory of the word “are” in the Duolingo SLAM dataset and visualize the advantage of VDKT over SDKT when predicting this student’s performance in Figure 4. This student practiced six consecutive exercises containing the word “are” with three underlying linguistic rules: progressive forms, expletive constructions, and linking verbs. As Figure 4 shows, SDKT and VDKT performed equally well at predicting the student’s performance on “are2”, “are3”, and “are4” when the associated rule was expletive constructions. However, the deterministic SDKT failed to capture the student’s knowledge representation when the linguistic rule changed to progressive forms or linking verbs. VDKT, on the other hand, was still able to represent the knowledge state through probabilistic distributions and predicted the student’s performance on “are1” and “are6” correctly.

6.2 Gains of VDKT vs. Stochasticity in Data

We then proceed to examine students’ stochastic behaviors in language learning. Although we cannot formally characterize how stochastic a dataset is, we approximate the slipping and the guessing events as follows: we define a student’s incorrect answer to a word as a slip if the same student’s immediately preceding and following answers to the same word are correct; likewise, a guess occurs if a student answers a word correctly while the immediately preceding and following answers are incorrect. The percentages of slipping and guessing events in the Duolingo SLAM test dataset for three languages are shown in Table 4. The distributions were similar for all the three languages: students were much more likely to make slips than guesses in language learning. We also computed the gains of VDKT over SDKT on F1 and AUC in Table 4. As can be seen, the general trend is that the more stochastic events a dataset has, which are characterized by percentages of guess and slip behaviors, the better performance VDKT achieves compared to SDKT.
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Figure 4: The student hKgzLBVC practiced the word are through six consecutive exercises covering three linguistic rules. Ground truth results and prediction results using SDKT and VDKT are shown in blue, orange, and green. VDKT results were randomly sampled ten times. ✓ indicates that the averaged VDKT result performs better than or as good as SDKT.
Table 4: The performance gains of VDKT over SDKT on F1 and AUC versus the percentages of slips and guesses in three Duolingo SLAM sub-datasets. Size indicates the number of exercises in the combined train and test dataset for each of the three languages. The general trend is that higher stochasticity as characterized by percentages of slips and guesses leads to higher performance gains of VDKT compared to SDKT.

<table>
<thead>
<tr>
<th>Language</th>
<th>Size</th>
<th>F1 Gain</th>
<th>AUC Gain</th>
<th>Slip</th>
<th>Guess</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>1.05M</td>
<td>+1.47%</td>
<td>+0.51%</td>
<td>2.77%</td>
<td>0.60%</td>
</tr>
<tr>
<td>French</td>
<td>921K</td>
<td>+2.01%</td>
<td>+0.69%</td>
<td>3.01%</td>
<td>0.79%</td>
</tr>
<tr>
<td>Spanish</td>
<td>412K</td>
<td>+1.68%</td>
<td>+0.61%</td>
<td>2.74%</td>
<td>0.67%</td>
</tr>
</tbody>
</table>

The projected latent variables generated from different students studying the same word are visualized in Figure 6. The model produces different variances for these students despite all learning the same word, which indicates that some students are more likely to have uncertain performance than others. This seems reasonable since student performance varies based on personal differences even when they study the same materials.

6.4 Error Analysis

Figure 7 shows the performance of SDKT and VDKT on a specific exercise in the SLAM dataset. We find that the predictions of SDKT stay conservatively in the middle while the predictions from VDKT are more spread out on the predictions, especially for words that have wrong labels. We analyzed the error rates of both SDKT and VDKT in Figure 8 for the Duolingo SLAM dataset. A comparison of the confusion matrices show that the class where VDKT outperformed SDKT the most is the wrong class, with a 4% difference.
We evaluated VDKT on two large real-world language learning variations to the encoding phase [4] or to the LSTM states [6].

6.5 Limitations and Future Work

Despite the promising results of modeling latent variables in learning, our work only studied one way of applying latent variational modeling to knowledge tracing, which is incorporating latent variables into a decoder. There might be other types of latent information in students’ learning trajectories that need to be captured through different types of latent variable modeling, e.g., adding variations to the encoding phase [4] or to the LSTM states [6]. Future work can be developed under these directions to achieve even stronger modeling performance.

7 CONCLUSION

In this work, we examined the challenge of representing students’ stochastic behaviors, which had long been overlooked in the deep knowledge tracing community. We addressed it by proposing Variational Deep Knowledge Tracing (VDKT), a latent variable deep knowledge tracing model that can model stochastic learning events. We evaluated VDKT on two large real-world language learning datasets and demonstrated its advantages over a deterministic baseline deep knowledge tracing model. To our knowledge, we are the first to systematically model latent variables in deep knowledge tracing, and we hope this work opens doors to future studies in the knowledge tracing field.
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