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ACORN: Creating Interactive Educational Stories that Adapt to Learners and

Their Environments

ANONYMOUS AUTHOR(S)

Fig. 1. Oak Story is a mobile app that uses the Acorn system to engage children in narrative-based, real-world learning.

Narrative-based education can support children’s interest in learning, but the stories featured are typically rigid and lack

adaptation to learners’ preferences or offer choices in a way that breaks immersion. In pursuit of student-driven learning

experiences that invite active participation in both the story and the real world, we design, build, and evaluate an Agentic

Conduit for Responsive Narratives (ACORN), an architecture employing a large language model to facilitate interactive stories

aligned with educational goals. Driven by learners’ choices, ACORN generates character dialogue, evolves the storyline, and

launches relevant multimodal and augmented reality activities that extend the narrative to the real world. Using ACORN, we

create Oak Story, a mobile application teaching ecology through the inhabitants of oak woodlands. In a between-participants

ablation study with fourth–sixth graders (𝑁 = 47), we find ACORN produces statistically significant increases in engagement,

learning gains, and learner agency compared to traditional rule-based narrative progression.
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1 INTRODUCTION

Stories have unique power to draw us into worlds that inspire the human imagination. In The Diamond Age: Or,

A Young Lady’s Illustrated Primer [48], a science fiction novel by American writer Neal Stephenson, protagonist

Nell opens a high-tech book, her Illustrated Primer, causing four toys in her bedroom to spring into life. As they

guide Nell through various challenges, these characters teach her skills ranging from reading to self-defense,

thereby turning her otherwise drab life into a story of adventure. Nell’s Illustrated Primer is a powerful learning

tool because it adapts to the ideas and activities she chooses. By maintaining contextual awareness of Nell’s

thoughts, feelings, intentions, and environment, the Illustrated Primer creates learning experiences for Nell at

the most opportune moments, which often occur outside the confines of a classroom.

The Primer gives Nell the power to steer her own learning journey—directing it not only by selecting topics

that pique her interest but also by moving to different locations. This is self-directed learning [5] at its ideal,

and research has repeatedly shown the effectiveness of student empowerment, particularly in informal learning

settings outside of the classroom [4]. However, without an educator’s support, it can be difficult for learners to

take advantage of out-of-classroom opportunities to learn, as they lack the expert vision [20] to fully understand

what they are looking at and why it matters. To a typical person, an oak tree might look like any other tree.

Yet, to a botanist, an oak tree is the foundation of a diverse, thriving ecosystem. How can we help learners

tap into the rich stories behind the seemingly mundane things in their environment? Inspired by The Diamond

Age, we look to support learners with independent, out-of-classroom opportunities by leveraging automated

agents that can enact contextually-aware, personalized learning experiences through stories. Modern advances

in artificial intelligence (AI) and augmented reality (AR) have brought this vision closer to fruition, enabling

learning opportunities to be tied to captivating, context-aware narratives.

In this work, we create educational stories that are unique to each learner and their surrounding environment

by using AI to generate dialogue and behaviors for the characters in the story and AR to bridge the digital and

physical worlds. To do this, we designed, built, and evaluated an Agentic Conduit for Responsive Narratives

(ACORN), a system that interprets educational goals and a desired storyline to situate learning goals within a

conversationally interactive experience driven by the student’s interests and preferences.

ACORN leverages a large language model (LLM) to support a two-way conversational interface between

the user and a narrative world that includes multiple characters, scenes, and AR activities. ACORN serves

two primary functions. First, it interprets natural-language user input to guide a student towards learning

goals, progress the narrative, and start activities that interface with the real world. Second, it uses the current

state of the conversation and world to generate character dialogue that responds to student queries while

incorporating contextual information about learning goals, available options, and educational content retrieved

from a predefined knowledge base.

Extending prior work on outdoor learning experiences with narratives, AI, and AR [10, 11], we use ACORN

to create Oak Story, an educational mobile application for 4th–6th graders centered on local oak woodlands

(see Figure 1). Oak Story immerses students in oak ecosystems through a narrative in which they meet and

interact with different animal characters, each with distinct personalities (see Figure 2). These characters guide

learners through various activities of the learner’s choice that connect to their physical surroundings, such as

helping to identify oak trees in their vicinity. This context enriches the learner’s knowledge about their local

environment while keeping them engaged with the story.

Manuscript submitted to ACM
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ACORN: Context-Aware Learning Experiences with Responsive Narratives 3

We conducted a between-participants experimental study to evaluate ACORN and Oak Story in order to

answer three primary research questions:

RQ1: How does using Oak Story affect learning gains, motivation toward science learning, and engagement?

RQ2: How does the full Oak Story experience compare to an ablated version where ACORN is replaced with

traditional linear narrative progression?

RQ3: How do young learners (4th–6th grade) perceive and interact with ACORN and Oak Story?

We make three contributions to the literature. First, we present the design and implementation of ACORN, a

system leveraging an LLM to enable a conversational interface that manages interactions between the user and

the narrative to create personalized educational experiences linked to the physical world. Second, we contribute

Oak Story, an educational app that combines an interactive story with real-world activities, and we provide

empirical evidence that deploying ACORN within Oak Story promoted learning gains, improved engagement,

and increased learners’ sense of agency among 4th–6th grade students. Third, we discuss several implications

regarding the specific role of LLM-mediated interactions in enhancing user autonomy and engagement with

other modes of interaction, including augmented reality.

The results of this research support the creation of personalized learning environments that are readily avail-

able to supplement in-school learning with compelling out-of-classroom education. With greater independence,

learners can become more observant, inquisitive, and engaged with their immediate environment.

2 RELATEDWORK

First, we summarize prior research on narrative-based learning environments, student agency, and LLMs in

education in order to situate the present work in the literature.

2.1 Narrative-Based Learning Environments

Narrative-based learning environments integrate elements of storytelling into educational technologies. In

particular, narratives can provide scaffolding that engages students and supports their learning [32]. For instance,

prior work has demonstrated that narrative-based learning can lead to a variety of positive outcomes, such as

increasing self-efficacy [34], promoting interest in subjects [34, 41], and fostering a sense of identity [41].

Narrative-based learning environments can take many forms, but one area of focus in prior work is on

experiences where the learner can take an active role in shaping the direction of the story itself. This improves

engagement and may ultimately improve learning. Past research has advanced techniques in artificial intelligence

(e.g., [43, 44]) to tailor story events to the learner’s decisions, but these systems are difficult to build.

Recent advances in large language models (LLMs) and their generative capabilities have made it easier to

create interactive narratives, sparking a new wave of interest in AI-supported storytelling [35, 62]. However,

LLM chatbots are notoriously difficult to design and keep on task due to the fickle nature of prompting and

unpredictable outputs [61]. In our system, we strike a balance between structure (imposed by the story and

educational goals) and freedom (for the learner). By defining a limited set of events in the narrative, with

educational goals provided for each event. While the conflict and resolution of the story are pre-defined, our

architecture, ACORN, allows for flexibility in how the narrative unfolds based on the learners’ interactions and

environmental context. At the same time, it ensures that the goals for each event are met and prevents the

narrative from being derailed. Furthermore, ACORN streamlines the creation of our story, removing the need
Manuscript submitted to ACM
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4 Anon.

to write and edit countless lines of dialogue. High-level descriptions of the characters, scenes, and goals are

defined by an education content creator and used by ACORN as bases for the text generated by the LLM.

2.2 Student Agency in Education

Learner agency, defined as students taking ownership of their learning [53] is associated with increased

engagement, motivation, and academic achievement. The pivotal role of learner agency in education is amply

documented [16]. For example, Hattie and Anderman [23] identify learner agency as a critical factor for student

achievement, emphasizing the importance of feedback and teacher-student relationships in its development.

Bandura’s social cognitive theory [2, 3] emphasizes the role of self-efficacy—and found that individuals with a

higher sense of agency, tied to self-efficacy, may be more likely to seek help when facing challenges.

Despite the amount of attention that the concept of learner agency has received from scholars in the learning

sciences, there is relatively little work exploring how to design technology to support learner agency, especially for

out-of-classroom contexts where an educator is not available. In this work, we present an approach employing

interactive narrative and an LLM-based architecture to allow learners to shape their own path through the

narrative.

2.3 Large Language Models in Education

Language models offer new possibilities for creating adaptive and personalized educational experiences:

recent studies have explored the use of LLMs in generating explanations [31], feedback [47, 54], guided

practice [9, 60], and engaging in tutoring dialogues [13, 21]. These applications have shown promise in

delivering personalized learning experiences at scale.

Character chatbots powered by LLMs have been previously applied in narrative education to improve interest

and engagement [59]. However, these applications lack the capability to take tangible actions beyond text,

limiting their perceived impact. Our approach in Oak Story represents a departure from prior applications of

LLMs in education: unlike traditional chatbots, the characters in Oak Story are not only conversational partners,

but also agents that can directly influence the story and perception of the real world (through AR). In this way,

the LLM bridges between different modes of interaction, unifying both conversations and actions under the

broader umbrella of a narrative where the learner is in control.

To this end, our system employs a language model as a conduit between the learner’s natural language

inputs and the narrative state. This approach allows us to leverage the strengths of LLMs in natural language

processing and generation, while supplementing immersive activities with grounding in an existing narrative.

The characters present options for exploration to the learner, and their response influences narrative progression

and immersive activities. This bidirectional communication allows for the integration of multimodal and AR

interaction with interactive storytelling, strengthening the impact of both.

3 OAK STORY APPLICATION

Oak Story is an interactive narrative-based learning app built with ACORN that engages with the learner’s

environment. In this section, we describe the educational objectives, narrative design process, and resulting

system, story, and interactions.

Manuscript submitted to ACM
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ACORN: Context-Aware Learning Experiences with Responsive Narratives 5

Fig. 2. The characters of Oak Story . From left to right: Oliver the owl, Tina the oak titmouse, Stan the squirrel, and Andy the acorn

woodpecker.

3.1 Educational Objectives

Oak Story focuses on oak trees and their ecosystems. Oaks are keystone species that are environmentally, histor-

ically, and culturally significant in our local area, and they are the subject of active revitalization efforts [45].

We use oak trees and their surrounding ecosystems as an anchoring phenomenon to explore broader concepts

in ecology such as seed dispersal and symbiosis. Our system targets the following Next Generation Science

Standards (NGSS) evidence statements [46] for fourth grade and middle school:

(1) Construct an argument that plants and animals have internal and external structures that function to

support survival, growth, behavior, and reproduction.

(2) Construct an argument supported by empirical evidence that changes to physical or biological compo-

nents of an ecosystem affect populations.

(3) Construct an argument supported by evidence for how increases in human population and per-capita

consumption of natural resources impact Earth’s systems.

Because the NGSS evidence statements are broad, we scoped them down to the domain of oak ecosystems

and came up with the following list of learning objectives for Oak Story, which were selected to target different

levels within Bloom’s Taxonomy [1]:

(1) Identify an oak tree by looking at its structures (leaves, acorns) and distinguish oak trees from other

trees.

(2) Explain why oak trees are important to both natural ecosystems and human society.

(3) Analyze the relationships within an oak ecosystem and explain how different organisms in that

ecosystem interact with each other.

(4) Understand how an animals’ structures and behaviors help them survive.

(5) Give an example of how human activity affects natural ecosystems.

3.2 Narrative Design

In Oak Story, the learner explores different facets of the oak woodland ecosystem with the help of an animal

companion, Oliver the owl. Eventually, they meet Tina the oak titmouse, whose oak tree home has been cut

down. As the learner investigates different parts of the ecosystem, they find out about Tina’s predicament,

meet new friends in the forest, and gather clues to help Tina find a new home. To avoid introducing “seductive

details” that may hinder or distract from learning [22, 49], we chose to keep the narrative grounded in real-life

ecosystem relationships, such as the fact that titmice sometimes live in cavities excavated by woodpeckers [45].
Manuscript submitted to ACM
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6 Anon.

In selecting the narrative’s primary conflict, we wanted to show users a relevant ecological issue and empower

them with an opportunity within the story to take concrete steps to rectify it. We thus focused the story on

finding a new home for an oak titmouse, a local bird that relies on cavities in oak trees for its habitat.

We draw inspiration from the 5E model of instruction for inquiry learning [7, 18], an approach rooted

in constructivist theories of learning that provides a recommended sequence of instructional steps (Engage,

Explore, Explain, Elaborate, Evaluate) to promote effective active learning. We structure our narrative to align

with the Engage, Explore, and Evaluate phases of the 5E model.

3.2.1 Engage. In the introduction of the story, the learner is introduced to Oliver the owl, who engages the

learner by establishing the environmental, historical, and cultural significance of oak trees and asking what the

learner wants to know more about. The learner is prompted to type or dictate their response, and the system

considers their expressed preference when Oliver proposes possible next actions.

3.2.2 Explore. Next, Oliver brings the learner to a “central area” where the learner can start to explore the

oak ecosystem and its various inhabitants. The following scenes are available, and which ones Oliver suggests

depends on what preferences the learner expressed earlier:

• Go to a magic portal that shows what the oak woodlands in the area might have looked like 200 years

ago (see Figure 3, left).

• Meet Tina the oak titmouse, a dispirited bird who recently lost her home due to deforestation.

• Meet Andy the acorn woodpecker, an acorn-obsessed woodpecker who might have just the beak to peck

Tina a new home if given the right incentive.

• Meet Stan the squirrel, a friendly rodent who’s happy to share his stashed acorns.

• Find and identify an oak tree in real life (which might be the perfect new home for Tina!).

• Try to find Tina a new home (this scene is available after meeting Tina but cannot be fully completed

until the learner has befriended all the animals).

An overview of each scene in Oak Story can be found in Table 1.

Because the explore phase in the 5E model is meant to be learner-directed, we wanted to give the learner

multiple options within the story to investigate. Therefore, we designed Oak Story’s narrative as a branching

story where the learner can have control over which paths to explore and when.

3.2.3 Evaluate. Upon completing one of the exploration scenes, the learner returns to the central area, and

Oliver the owl asks the learner to evaluate what they have learned by asking them to reflect on what they have

seen and read so far. As suggested by the 5E model, these reflections are embedded throughout the learning

experience as lightweight, formative assessments.

3.2.4 Repeat and Resolve. After the learner is done reflecting, Oliver asks them what they want to do next,

starting another exploration phase. This cycling of exploring and then evaluating repeats until all the exploration

scenes are complete.

Then, the story transitions to the resolution, where the learner gathers all the animals in the woodland. The

learner take the acorns they received from Stan the squirrel and gives them to Andy the acorn woodpecker. In

exchange, Andy pecks a large AR hole in the (real-life) oak tree the learner found for Tina the oak titmouse to

Manuscript submitted to ACM
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Scene Description Activity Lesson Prerequisites
Meet Oliver the owl
(Intro)

[None] Overview of oaks and their ecological
and societal importance

[None]

The “central area” Traverse to other
scenes

Reflect on the previous scene [None]

Go to the magic portal Portal History of local oak woodlands [None]
Meet Tina the oak tit-
mouse

[None] Causes and impact of habitat destruc-
tion

[None]

Meet Andy the acorn
woodpecker

[None] Organisms’ adaptations for survival
and competition between animals

[None]

Meet Stan the squirrel Squirrel Symbiotic relationships [None]
Find an oak tree in real
life

Tree Identification Species identification [None]

Attempt to rehome
Tina

[None] [None] Meet Tina

Find Tina a new home Woodpecker [None] Meet Tina, Andy,
and Stan, and iden-
tify an oak tree

Conclusion Oak lifecycle Lifecycle of an oak tree All other scenes
Table 1. The scenes in Oak Story and their corresponding activities, lessons, and prerequisites.

live in. Finally, after Tina has successfully been rehomed, the learner participates in a final tree planting activity,

which concludes the Oak Story experience (Figure 4, right).

3.3 System Description

Oak Story is a mobile application with a client-server architecture. The client is built with the Unity [51] game

engine and deployed on iOS devices. The UI for dialogue was implemented with Yarn Spinner [30], a dialogue

engine. All the real-world activities were implemented client-side, and the augmented reality (AR) features

for such activities were developed using Niantic Lightship ARDK [36]. We drew all artwork in the Unity client,

including character and background art.

The Unity client connects to ACORN, our LLM architecture that is described in greater detail in Section 4,

over a WebSocket connection. ACORN is implemented in Python and hosted on Heroku [24], and it runs

on Uvicorn [52], an Asynchronous Server Gateway Interface (ASGI) webserver. Under the hood, ACORN

uses OpenAI’s GPT-4o model [40], a state-of-the-art LLM with a low-latency inference provider that supports

multimodal inputs with fast inference so we can give timely outputs to the learner.

We now describe the core features of Oak Story.

3.3.1 Dynamic dialogue. To adapt learning content and narrative progression to each learner, dialogue is

dynamically generated by ACORN in response to text or image input received from the user. At each timestep

(one user input-system response pair), the learner is usually prompted to enter a text response. They are also

able to use image input from the phone camera when the narrative calls for it, such as when the learner is

guided to identify an oak tree (see Figure 4). On the frontend, the character dialogue to display next is received

in the format of a screenplay and each line of dialogue is presented sentence by sentence to the learner. The

text is accompanied by a gibberish chatter-like voiceover, differing for each character, akin to the speech audio
Manuscript submitted to ACM
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Fig. 3. Participant interactions with Oak Story and Acorn. In the left two images: a learner views an AR scene showcasing how local

oak woodlands looked 200 years ago. In this portal scene, dialogue from the characters is overlaid on the AR activity. In the right two

images: the learner has asked a question, and the answer is given by the characters and situated in the narrative. When not engaged

in a multimodal/AR activity, the characters in the scene and their messages are displayed to the learner in front of an illustrated

background.

in Animal Crossing [37] games with the intention of increasing sensory immersion. To address response latency,

a thinking animation for the characters is displayed when the learner is waiting for the characters’ response.

The responsive nature of character messages is reflective of the dialogic framework of teaching and learn-

ing [57]: characters ask and answer open-ended questions, provide relevant knowledge and feedback, and

guide the learner to learn about ecological concepts in their own environment through personal exploration

that matches their desired pace (see Figure 3).

3.3.2 Real world activities. At several points in the experience, real world activities situated in the narrative are

initiated when ACORN sends a corresponding action call to the Unity client. (More information about this is

provided in Section 4.) When an action corresponding to starting a real world activity is received, the client

launches the activity once all dialogue is complete. When the learner finishes the activity, they return to a

conversation with the characters and ACORN provides the LLM with a description of the completed activity,

creating a seamless experience without interruption to narrative continuity. Some real world activities feature

specific characters in the narrative, while others are general and center broader educational content. See

Figure 4 for screenshots of these activities that help support learning.

Tree identification. In the Tree Identification activity, the learner is tasked with finding an oak tree in their

local environment. Unlike the other activities, which are created with Niantic Lightship, the tree identification

activity leverages the multimodal capabilities of GPT-4o to receive and parse images that the learner sends.
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Fig. 4. Real-world activities in Oak Story . From left to right: Tree Identification, Portal, Squirrel, Woodpecker, Oak Lifecycle. See

Table 2 for descriptions.

To begin, Oliver the owl first tells the learner to go outside and find a nearby tree. Then, Oliver provides a

description of oak leaves and asks learners to describe whether the leaves on the tree match the description, as

well as take a picture of the leaves. Oliver also asks the learner to look for acorns, which are unique to oak

trees, and may request a picture of acorns. Finally, Oliver asks the learner to synthesize their observations and

come to a judgment on whether the tree is an oak or not. If not, the learner is prompted to find another tree

and try again.

This activity is purposely designed to position the learner as the decision-maker, rather than having Oliver

(i.e., the AI) identify the tree’s species on the learner’s behalf. Oliver instead serves as a facilitator.

Portal. In the Portal activity, the learner places a AR portal in their environment and walks through it to be

transported into a 3D environment of a historical oak woodland. This activity is accompanied by an explanation

from Oliver on the long history of native oaks in the local area, how Indigenous peoples used and lived with the

oaks, and the negative impact of colonial settlement on the oak population.

Squirrel. The Squirrel activity is launched in the scene where the learner meets Stan the squirrel. Learners

use an AR crosshair in their environment to identify places where an acorn may have been buried to help Stan

the squirrel locate them. An AR version of Stan the squirrel will run to the user-selected spot and attempt

to dig up a virtual acorn. Whether or not an acorn is found is determine by chance, with the probability of

success increasing with each attempt. This activity uses Niantic Lightship’s semantic segmentation library for

the detection of dirt and grass, prompting the learner to move towards natural ground if they attempt to dig

elsewhere. The learning goal of this activity is to reinforce the concept that squirrels engage in caching behavior

for survival.

Woodpecker. The Woodpecker activity is launched after the learner has met all of the other characters and

has reached the scene for rehoming Tina the oak titmouse. In this activity, learners use an on-screen crosshair

to place Andy the acorn woodpecker using AR on the real-life oak tree they previously found. Andy will peck

holes to store the acorns that learners obtained from helping Stan the squirrel, culminating in pecking a larger
Manuscript submitted to ACM
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hole that Tina the oak titmouse flies into. This activity uses Niantic Lightship’s semantic segmentation library to

detect foliage and prompts the learner to choose a different location if it does not detect that the crosshair is

pointed at a tree. The learning goal of this activity is to help learners visualize how woodpeckers’ specialized

beaks help them survive.

Oak Lifecycle. In the Oak Lifecycle activity, the learner measures out a canopy space of at least 25 feet in their

environment, plants an virtual acorn, and watches an AR visualization of an oak tree’s growth through each

stage of the oak tree life cycle, from seed to sprout to sapling to young tree to great oak. The measurement

component of this activity uses real-world distance estimation, implemented with raycasting and iPhone Lidar

capabilities.

Activity Description
Tree Identification The learner receives pictures of oak leaves and acorns, and sends pictures of a tree

they’re looking at to confirm if it is an oak.
Portal Oliver opens a portal, showing the local oak woodlands 200 years ago.
Squirrel Stan digs for acorns that he’s buried nearby after the learner points at dirt or grass.
Woodpecker Andy pecks holes into a tree trunk for acorns and for Tina’s home
Oak Lifecycle The learner plants an acorn and watches it grow from seed to oak tree.

Table 2. Descrpitions of the real-world activities in Oak Story .

4 ACORN ARCHITECTURE

To enable the learner-driven features of Oak Story, we designed and built ACORN. ACORN uses a large language

model (LLM) to provide a conversational interface between a learner and a collection of narrative educational

materials supplied by a learning experience designer. ACORN uses character messages to provide learners

with information about lessons and available actions. In response, learners express their intentions in natural

language, and ACORN converts these intentions into system functions (see Figure 5) to advance the state of the

narrative. In this section, we elaborate on ACORN’s architectural details.

4.1 Story Scenes and State

To create an experience like Oak Story, a learning experience designer first supplies a narrative in the form of

distinct story scenes. Each scene necessarily includes a high-level description and lists of goals, actions, and

characters. Designers can also include activities that occur outside of the conversations with characters, like

an activity for planting a tree in AR. Scenes can thus be created to center particular learning objectives and

activities.

One example from Oak Story is the scene in which “the student is introduced to Stan the squirrel.” This short

description of the scene is provided to the LLM, alongside a list of goals that is updated whenever a goal is met.

The goals in this scene include “Stan the squirrel has mentioned his huge stash of acorns” (an event related

to the narrative), “Stan or Oliver describes the symbiotic relationship between oaks and squirrels” (a learning

goal), and “The student has helped Stan collect acorns” (a goal related to a real world activity). The scene also

includes the actions “COLLECT_ACORNS”, which launches the Unity activity, and “LEAVE_STAN”, which exits

the scene and returns to the central area. Finally, the scene contains a list of characters present, in this case

Oliver and Stan.
Manuscript submitted to ACM



521

522

523

524

525

526

527

528

529

530

531

532

533

534

535

536

537

538

539

540

541

542

543

544

545

546

547

548

549

550

551

552

553

554

555

556

557

558

559

560

561

562

563

564

565

566

567

568

569

570

571

572

ACORN: Context-Aware Learning Experiences with Responsive Narratives 11

Fig. 5. Acorn employs a large language model for ‘translation’ between the user and the narrative system. The narrative state

provides the LLM with information about the learner’s options, as well as some learning goals that need to be fulfilled. These are

converted into messages from characters in the story, who convey educational information to complete a learning goal or inform the

learner about the actions available to them. Likewise, the learner’s message is interpreted for any goals that were met or any actions

that were requested, and translated into the appropriate system function to advance the narrative.

Internally, ACORN’s state management module holds information about the current state of the narrative,

including the current scene, unfulfilled goals derived from the scene, available and upcoming actions, and a

LLM-generated summary of prior narrative events. The state is updated by parsing the LLM response for goals

met and action calls.

At the start of the aforementioned example scene, the state would contain the list of goals and update this list

as goals are completed. It would also provide the LLM with “COLLECT_ACORNS” as an action that is available at

the start of the scene, and list “LEAVE_STAN” as an action that will become available once all goals in the scene

are met. If the student had completed other scenes prior to visiting this one, their actions and conversations in

those scenes would be summarized and provided with other state information.

4.2 Goals

To produce the desired learning outcomes, ACORN prompts the language model at each timestep (a user

message-character messages pair) with a list of incomplete goals and instructions to meet all goals. To invite the

learner’s continued engagement, the characters’ responses should typically contain a question for the learner to

answer, so goals often serve the purpose of guiding the generation of questions. For example, when the learner

returns to the ‘central area’ after completing a scene, one goal is “Oliver has asked the student to reflect on

what they learned from the most recent activity.”

Notably, the order in which goals are met within a state is not deterministic: the conversation history is used

to select the goal that is most appropriate for each exchange. Additionally, narrative coherence requires that

some goals are contingent on the completion of others. After receiving a user’s message and updated state

information, the LLM identifies which goals were met, and the response is used to update the state. This enables

dependencies: certain goals within a scene may be best presented in a logical order, so new goals can be added

to the list of unmet goals once a prerequisite is completed.
Manuscript submitted to ACM
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Parameter Purpose
Description Information about the functionality and appropriate usage of the action
State Functions Used by the state management module to switch scenes, add/remove actions,

add/remove characters, and/or update narrative prerequisites
System Message A message inserted into the LLM context to provide feedback that the action was

successfully called, including a description of the real world activity for external
actions

Example Usage Example(s) of action usage, inserted into the prompt when the action is available
and used for few-shot learning

Table 3. Components of an action in Acorn.

4.3 Actions

Actions in ACORN bridge the narrative world and the real world, and are the means by which the story progresses.

Each action is defined by a name and a required description, which is passed to the LLM and used to ensure

appropriate action calling. This description acts as a guide for the LLM to understand when and how to use each

action within the narrative context. Furthermore, an action contains a set of state functions that tell the state

management module which scenes the action should affect and how. Each action also includes two additional

parameters that improve their integration with the narrative, shown in Table 3: a system message providing

feedback to the LLM and an example of when the action should be called for use in few-shot prompting[6].

Actions can be broadly categorized into two types: story and external. Story actions progress the narrative by

traversing between scenes, such as moving from the ‘central area’ to meeting a new character. They can also be

used to handle prerequisites by preventing the user from accessing the story’s conclusion until a set of other

scenes have been visited. For instance, in Oak Story, the learner is unable to rehome Tina the oak titmouse until

they have met all the animals and identified an oak tree. The story actions that exit those scenes also update a

global list of prerequisites. Then, in the rehoming scene, the list of prerequisites is passed to the LLM to inform

the character feedback on whether the learner can successfully create a new home for Tina. External actions

interact with the real world through launching activities that appear on the frontend client—in the case of Oak

Story, this comprises AR activities and the sending and receiving of pictures. Upon completion of an external

activity, ACORN inserts a educational content creator-supplied description of the activity into the LLM’s context

via the system message. As a result, the learner’s real-world actions appear to be known to the characters.

Certain actions can also be both internal and external: Oak Story’s portal scene uses both AR and a distinct

scene with goals related to history to communicate, visually and conversationally, how the local area used to

look when it was a lush oak woodland. In this case, the description of the activity is provided within the scene

and passed to the LLM for generating appropriate character dialogue about what the learner sees in AR.

4.3.1 Suggesting and Taking Actions. The ACORN architecture uses a process resembling function calling [39] to

convert LLM “action calls” into the corresponding system functions. This process begins with the LLM being

provided a list of valid actions as part of its input, alongside the learner’s message. Then, the learner’s intent is

compared with the available actions to determine if an action should be called in the appropriate part of the

LLM output. To ensure the integrity of the narrative and prevent unexpected behaviors, the output is validated

against the actions that are available in the current state before being executed. Upon execution, the action

is passed to both the state management module and to the Unity client. Simulaneously, the LLM generates
Manuscript submitted to ACM
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dialogue for the characters that provide feedback to the learner to inform them that the action was successfully

taken.

In some cases, there may be many different available actions, such as when the learner is in the central area

and able to access several other scenes. Combined with the open-ended text input, the available affordances

may not be immediately obvious. To support user sensemaking, ACORN can have characters suggest actions

to the learner based on the conversation history and the description of each action. In other cases, where an

action must necessarily be taken to exit a scene, ACORN uses the context of upcoming actions to guide the

conversation towards an appropriate conclusion. These upcoming actions, which become available once some

or all goals in the scene are met, provide a natural progression to the narrative while maintaining the learner’s

sense of agency.

4.4 Character Messages

ACORN invites the learner into the narrative by incorporating contextual information about their responses and

real-world interactions into character messages. State information like goals and available actions is delivered in

the voices of characters. Likewise, the learner’s input is interpreted for relevant goals or actions and translated

into the corresponding state updates. Character messages, as well as interface changes, then provide feedback

that something has happened.

Each character has a unique personality, background, and area of expertise, making the learning experience

more immersive and memorable. In Oak Story, Oliver the owl is an inquisitive guide who is well-informed about

history, but not much about oak trees in the present day; Andy is an irritable woodpecker frustrated with the

competition he experiences against squirrels for acorns; Tina the oak titmouse is anguished after losing her

home, showcasing the ecological impacts of habitat destruction. By having these characters interact with each

other and the learner, complex concepts can be presented in a engaging way that emphasizes the connections

between topics. This character-based approach not only makes the learning experience more enjoyable but also

aids in comprehension by associating lesson concepts with distinct personalities [58].

4.5 Knowledge Base and Retrieval-Augmented Generation

To ensure that the system provides accurate information while maintaining the individuality of different

characters, ACORN uses a derivative of retrieval-augmented generation that supplements a natural language

description of each character with differing knowledge bases that reflect their limited knowledge based on their

role in the ecosystem. The documents in each character’s knowledge base is curated by the experience designer.

For instance, Oak Story’s Andy the acorn woodpecker is presented as an expert on the oak trees’ acorns. As

such, whenever the learner is speaking to Andy, the LLM will have access to information about acorns, and

will produce messages for Andy that reference this information. The information available at each time step is

pertinent to the unmet goals and user messages, e.g., Andy’s knowledge base contains answers to questions

like “How do oak trees disperse their acorns?” and “How did Native Americans use and manage acorns as a

food source?” but only the most relevant items are retrieved. This method also supports multiple characters

in a scene: at each step, the learner’s input and the text of unmet goals are embedded to retrieve relevant

knowledge for each character, and specialized knowledge is attributed to the appropriate speaker.
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4.6 LLM Prompting

We use a prompt template that is filled in at each time step with updated information to communicate the

current state to the LLM. This includes the high-level scene description, a list of unmet learning goals, character

descriptions and retrieved knowledge, few-shot learning examples, and details about available and unlockable

actions.

The prompt also contains persistent information about the user, including their name and grade level, to

support a personalized experience. To ensure that the language model’s generated text is appropriate for the

learner, we employ a zero-shot prompting approach that instructs the language model to produce messages

suitable for the user’s reading level. In our user studies, we choose to use the last completed grade level rather

than the current grade when calibrating the reading level, for two reasons: first, the user studies were conducted

at the beginning of the school year when students had just entered a new grade, and second, prior work finds

that this method produces text at or above the target reading level [25].

Additionally, we apply two common best practices in prompting: first, we utilize chain-of-thought reasoning,

which involves conditionally populating reasoning steps based on the current state. This approach guides the

language model through a series of questions that promote correct behavior before generating the final output.

The result is more consistent and logically coherent responses from the system. Second, we incorporate few-shot

learning tailored to each scene. This provides the language model with examples of desired responses and

interactions, further improving the alignment of its outputs with the designer’s intentions.

The complete prompt template can be found in the appendix.

5 EXPERIMENT

We conducted an IRB-approved study with fourth–sixth graders (𝑁 = 47). In this section, we will describe the

procedure we followed, how participants were assigned to a specific condition, our participants and recruitment

approach, and our experimental measures.

5.1 Pilot Study

To prepare for the larger evaluation study, we ran a pilot study to collect preliminary data and debug the Oak

Story app, the ACORN architecture, and the study procedure. During this pilot we made some adjustments to

the system and to the study. First, we extended the estimated study duration from one hour to 1.5 hours to

account for the time it took to use Oak Story, complete the pre- and post-study questionnaires, and conduct the

post-study interview.

Next, we noticed pain points and frustrations from some pilot participants when using Oak Story. These

frustrations seemed to arise more often with the youngest participants, since the experience required reading

and writing for an extended period of time, so we raised the minimum eligible grade level for our study from

3rd grade to 4th grade.1

This was because the system expected the participant to respond with a message that directly meets the

goal, and if the participant did not meet the goal, it was likely that the system would prompt them again

with a similar question. This pattern could repeat over and over, leading to frustration. To address this, we

1We ran the pilot study and official study at the beginning of the school year, so 3rd graders had only just completed 2nd grade and were quite
young.
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changed some “Student does X” goals to “[Character] asks student to do X”, which reduced the burden

on students.

Lastly, we explored ACORN’s potential for scaling to languages beyond English, namely German and Spanish

and found that it seems to perform adequately.

5.2 Procedure

We conducted a between-participants study of our system in which participants completed reading and learning

activities using our system, filled out pre- and post-study surveys and quizzes, and provided their feedback on

the app and activities.

Each participant was invited to come to our campus for a 90-minute individual session. We used two iPhones

(an iPhone 13 Pro Max and an iPhone 14 Pro). One was used for running the system, and the other for recording

the session and as a back-up. We used an iPad for pre- and post-study surveys and quizzes. Sessions started

indoors in a building at our institution. We first obtained consent from the participants’ parents or guardians

(adults) and assent from each participant. To obtain assent we asked participants two questions: 1) You’ll be

using our app to learn science. Some parts of the app will ask you to go outside. Is that okay with you? and 2)

Before and after you use the app, we’ll ask you to answer some questions on the iPad. Also, we’ll ask you some

questions about your experience with the app. Is that okay? We also explained that they could stop the study at any

point by letting a researcher know. Participants’ parents/guardians were also asked to fill out a demographics

survey on behalf of the participant.

Participants then filled out a pre-study questionnaire and a pre-test (knowledge quiz) on the iPad before

starting to use Oak Story. The knowledge quiz was filled out using the microphone (dictation) feature to input

answers for consistency across participants, but they were allowed to correct any text by typing if needed. Not

all participants were accustomed to typing on an iPad, and this helped ensure participants didn’t spend too long

on the quiz.

We video-recorded sessions in which consent had been granted. When video-recording, we aimed to capture

interactions while doing our best to avoid capturing the child’s face. We then started screen recording on

the iPhone running our system, and handed it to the participant to begin their interactions. When the first

request for user input popped up in our system, we let the participant know that they could use the microphone

(dictation) feature to input their answer. Once it was time to do an AR activity, a researcher took the participant

outside. When the app said to “go to the central area,” participants could return inside the building or find

somewhere outside to sit and continue using the app. There were two to three researchers at each session to

moderate, observe, and record the study.

Once participants were done using our app, we asked the participant if they wanted to take a break. They

were then asked to complete the same knowledge quiz from the beginning in the same manner. Next, they

completed a post-study questionnaire. Finally, participants completed a semi-structured interview that was

audio-recorded.

A follow-up survey and knowledge quiz2 was sent a week after the in-person session to be completed at

home, and participants were asked to complete it as soon as possible. Upon completing the follow-up survey,

we sent them a $25 Amazon gift card to thank them for their participation.

2Not all follow-up surveys have been completed at the time of this submission, so we will include the complete analysis of that data in the
revision.
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Two of the studies were conducted at a park within driving distance of our institution, as the families of those

participants did not have the means to drive to our institution. We also used these sessions as an opportunity to

test whether ACORN and Oak Story could operate in other locations, and because they worked appropriately, we

include these studies in our analysis.

5.3 Condition Assignment

Participants were assigned to one of two experimental groups: the control group (𝑛 = 21), and the treatment

group, or ACORN (𝑛 = 26). We created a control condition to isolate the effects of learner agency afforded

by ACORN. In the control, we replace the real-time dialogue generation with messages comprised of two

parts: a LLM-generated message, and hardcoded dialogue lines generated in advance by ACORN. To keep the

conversational interface the same between conditions, we still allow learners in the control condition to write

open-ended responses, and a LLM generates a reply that responds to the learner while connecting it to the next

hardcoded line of dialogue in the narrative. The narrative progresses linearly, and the learner is not given the

choice to decide which story scenes to go to next. In other words, the experience is linear but the character

messages remain responsive to the specific user input. This allows us to specifically examine the impact of

ACORN in managing the interactive experience.

We utilized systematic stratified randomization to maintain a roughly even distribution across grades and

gender. Condition was first randomized by strata, each stratum being defined by a grade-gender pairing, and

then alternated within each stratum between the control and treatment conditions.

5.4 Participants and Recruitment

We recruited a total of 51 participants, but two participants (P10, P27) did not finish the study due to

irrecoverable bugs in the system, one participant (P50) declined to finish using Oak Story, and one participant

(P34) declined to do the final surveys and interview.3

This left us with a final total of 47 participants. These participants (30 male and 17 female) were in fourth (𝑛

= 13), fifth (𝑛 = 15), and sixth grade (𝑛 = 19). Participants’ parents or guardians identified them as East Asian

(𝑛 = 16), White (𝑛 = 15), Hispanic or Latino (𝑛 = 6), South Asian (𝑛 = 2), Southeast Asian (𝑛 = 1), and mixed

(𝑛 = 7). They were recruited through mailing lists, physical flyers, and word of mouth. Some mailing lists were

pre-existing ones in our lab and others were gathered through connections with local schools and afterschool

organizations.

5.5 Measures

In this section we describe our quantitative measures: learning gains, pre-post measures, engagement, and

perceptions of the characters and story. In addition, we describe our semi-structured interview and qualitative

data analysis approach. Copies of our questionnaires and interview guide are included in the Supplementary

Material.

5.5.1 Learning gains. We used the knowledge quiz to measure learning gains. One question was a multiple-choice

question that asked participants to select all the oak trees out of a variety of tree photos. For the remaining

questions, participants were asked to verbally describe: 1) the importance of oak trees, 2) their role in today’s

3We use an excerpt from P34’s in-app conversations to demonstrate adversarial inputs but otherwise exclude their data from analysis.
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cities, 3) the benefits they can provide to people, and 4) how different parts of an oak tree’s ecosystem work

together (e.g., what roles do oak trees, acorns, squirrels, and acorn woodpeckers play in the ecosystem). We

had initially also included two “Apply” questions about knowledge regarding a sunbird and hickory trees that

was not covered in Oak Story, so we omitted those from the analysis. The rubric for how the knowledge quiz

responses were graded is included in the Supplementary Material.

5.5.2 Pre-post measures. In the pre and post tests we measured students’ motivation toward science learning

(SMTSL) [50], Environmental (2-MEV) Scale questionnaire for children [26], and interest levels.

For the SMTSL, we selected and adapted six items on a five-point Likert scale (1 = strongly disagree, 5 =

strongly agree) encompassing the following categories: self-efficacy, active learning strategies, and science

learning value. We also used ten five-point Likert-type items from the 2-MEV Scale to measure children’s

attitudes toward the environment. These items encompass preservation categories: 1) Intent of support, 2) Care

with resources, and 3) Enjoyment of nature, and utilization categories: 1) Altering nature and 2) Dominance.

Finally, to measure interest levels, we used a five-point Likert scale (1 = Not interested at all, 5 = Extremely

interested) to measure interest on seven items: 1) animals, 2) plants, 3) tress, 4) oak trees, 5) biology (the

study of life), 6) ecology (the study of organisms and their environments), and 7) wildlife in our region.

5.5.3 Post-only measures. In the post-completion questionnaire we additionally asked for feedback on Oak Story.

To measure engagement, we adapted the seven items from Dietz, et al.’s Giggle Gauge [17] to a five-point Likert

scale (1 = strongly disagree, 5 = strongly agree). We also developed a set of 12 items on a five-point Likert

scale (1 = strongly disagree, 5 = strongly agree) to evaluate interactions with Oak Story. A set of eight items

dealt with the conversations with the animals in the story, “The characters were unique compared to each other”

or “The characters spoke in a kind way.” A set of four questions dealt with the story overall, such as “I felt excited

to find out what was going to happen next” and “My actions, interests, and messages directly influenced the story.”

5.5.4 Interview. Once participants had completed the last in-person questionnaire, they started a short, semi-

structured interview about their experience. In this interview, we asked questions such as “How was your overall

experience with the app?” or “How did this experience compare to how you usually learn science?” The interview

allowed us to obtain more qualitative insights.

6 FINDINGS

First, we provide our findings from a technical evaluation of ACORN. Then, we present the results from our

experimental study of Oak Story and ACORN, analyzing both the quantitative student outcomes collected from

our questionnaires and the qualitative data gathered from our interviews.

6.1 Technical evaluation

Achieving our goal of building adaptive learning experiences requires that ACORN accurately bridges the learner

and the narrative state. To that end, we coded the logs of user and character messages from all user studies to

validate system behavior. In total, 1405 rows from the ACORN condition and 1060 rows from the control were

analyzed, with each row containing a user message and the response from the characters, as well as any goals

met, actions taken, and knowledge retrieved. Below, we provide both standalone and comparative analyses of

ACORN. The codes used can be found in the appendix.
Manuscript submitted to ACM
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We first focus on ACORN’s ability to make correct action calls when learners express interest in an action.

Our analysis finds that 98.03% of user-requested actions out of 203 total instances were successfully executed,

demonstrating the robustness of the system in correctly interpreting user intent from natural language and

translating it into appropriate state changes. This ensures smooth narrative progression, with the few errors

primarily occurring in edge cases where user input was ambiguous about their intended next step or the

requested action was unavailable. For instance, one student wanted to repeat a previous action:

[after the Squirrel AR activity, where the student searches for virtual acorns]

Oliver: [...] Do you have any more questions about oak trees or squirrels?

Participant: Let me hunt acorns again but harder

Stan: Wow, [name], you did such a great job finding those acorns! If you have any more

questions about acorns, squirrels, or oak trees, just let me know.

This error arose from the participant not being aware of the actions they can take. To minimize confusion

resulting from this, ACORN communicates options to the learner in the voices of characters when actions are

available or the learner expresses uncertainty. Across 26 participants interacting with ACORN, actions were

suggested 129 times, and learners took the suggested action 120 times. Since actions become available when

the prerequisite goals are completed, we also evaluate detection of goal completion. ACORN accurately marked

98.51% of goals as completed when users successfully achieved them, out of 875 total goals completed. This

indicates that ACORN effectively tracks user progress through the narrative and learning objectives.

ACORN also contains a knowledge base with curated educational materials, sections of which were delivered

to the LLM for incorporation into character responses when any sections met a threshold of cosine similarity

to the user input or unmet goals. This threshold was met, and consequently retrieval was used, in 40.00% of

LLM-generated responses. Out of these 562 instances, character messages incorporated externally validated

knowledge to provide accurate information to the learner in 64.59% of responses, demonstrating effective

integration of the knowledge base into the dialogue.

Next, we conducted comparative analyses between the two versions of Oak Story. Both versions are able to

answer student questions and provide specific responses due to the use of a LLM in the control. Our first analysis

showed that 100.00% of 39 total questions posed by learners interacting with ACORN were adequately answered,

compared to 76.47% (13 of 17) in the control, indicating a strong ability to provide relevant information in

response to user queries. Furthermore, 58.97% of answers from ACORN were supplemented with relevant

retrieved knowledge, reducing the likelihood of LLM hallucination by incorporating curated information.

Additionally, coders were instructed to label messages as “specific” if they directly quoted or referenced the

student’s input and “generic” if the response failed to acknowledge the student’s input at all, for instance:

(specific)

Andy: [...] What do you think squirrels do to get their acorns?

Participant: I think they climb the oak tree.

Oliver: That’s right, [name]! Squirrels are great climbers and use their strong legs and claws to

scurry up oak trees quickly [...]

(generic)

Oliver: [...] What do you think is the most interesting thing you’ve learned?

Participant: That animals have always lived in oak trees
Manuscript submitted to ACM
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Oliver: It’s fascinating to see what this area used to look like with so many oak trees. They

played a big role in the ecosystem [...]

Messages that were not flagged as ‘specific’ nor ‘generic’ comprised 79.15% of responses in the ACORN version

of Oak Story, and 83.21% of responses in the control. Messages that respond to short inputs from the student,

like “yes” and “okay,” comprise the majority of these neutral messages.

We find that ACORN enables a higher degree of narrative personalization, with 20.36% of characters’ responses

tailored specifically to the learner’s input compared to 10.85% in the control. Characters respond to the learner’s

expressed interests, prior narrative events, and real world actions nearly twice as often—similarly, the control

produced non-responsive character messages more often (5.94% vs 0.50% with ACORN).

These results demonstrate the effectiveness of ACORN in creating personalized, responsive learning experi-

ences. The high accuracy in action execution and goal tracking ensures that the narrative progresses coherently

based on user choices. The remaining metrics provide evidence that ACORN successfully manages the complex

task of concurrently interpreting user input, updating the narrative state, and generating responsive character

responses. In the next section, we describe how this capability enhances learning experiences and outcomes for

learners.

6.2 Student Outcomes

We gathered data on student outcomes from our pre-test and post-test, as well as the pre- and post-study

questionnaires. For pre-post measures, we compare whether there was a shift from pre- to post-, and if there

was, we tested for a difference between the ACORN and the control conditions. For post-only measures, we test

for differences between conditions only.

Quiz Score Mean (SD)
Pre-test Post-test Gain (Post - Pre)

Control (𝑛 = 20) 4.23 (2.49) 5.18 (2.49) 0.95 (2.23)
ACORN (𝑛 = 26) 3.08 (1.98) 6.15 (1.94) 3.08 (2.11)
Overall (𝑁 = 46) 3.58 (2.26) 5.73 (2.22) 2.15 (2.39)

Table 4. Learning gains based on the knowledge quiz, separated by condition. The sample size is 46 because we remove one outlier

who scored greater than 2.5 standard deviations above the mean in the pre-test (the outlier was assigned to the control condition).

6.2.1 Knowledge quiz. The answers to the knowledge quiz were graded by two researchers who were blind to

the participants’ condition and to whether the responses were from the pre-test or post-test. They achieved high

inter-rater reliability, with an intraclass correlation coefficient (ICC) of 0.918, indicating excellent reliability [27].

To measure immediate learning gains after using Oak Story, we scored each pre-test and post-test (range:

[-2, 14]).4 For our analysis, we removed an outlier who scored over 2.5 standard deviations higher than the

mean on the pre-test. Summary statistics for pre-test scores, post-test scores, and gain (difference between

pre and post) are provided in Table 4. Based on a paired t-test, we observed a significant post-test increase in

scores across both conditions, 𝑡 (45) = 6.11, 𝑝 < 0.001, indicating learning gains. The effect size, using Cohen’s 𝑑

calculated with change score variability [14], was 𝑑 = 0.609, suggesting a medium-to-large effect size.

4The minimum possible score is -2 because it is possible to lose up to two points by guessing on the multiple choice question on the quiz. For
more details on scoring, see the rubric in the Supplementary Material.
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Furthermore, we compared the difference in learning gains between the ACORN and control conditions.

We conducted a one-way ANCOVA [38] and found a significant effect of the condition on the post-test score

after controlling for the pre-test score, 𝐹 (1, 43) = 7.25, 𝑝 = 0.010. The effect size, measured with the partial

eta-squared statistic, was 𝜂2 = 0.144, indicating a large effect [12]. This finding suggests that ACORN led to

increased learning gains compared to the control.

6.2.2 Engagement. To assess whether there was a difference in engagement between the ACORN and non-ACORN

groups, we sum the items in our modified Giggle Gauge scale for each participant (range: [0, 30]). Only six

out of seven items in the scale are summed because one item was mistakenly excluded from the survey for

early participants. We used an unpaired t-test to compare the results and found that engagement in the ACORN

group (𝑀 = 26.1, 𝑆𝐷 = 2.47) was significantly higher than the control group (𝑀 = 24.2, 𝑆𝐷 = 2.99), 𝑡 (45) = 2.41,
𝑝 = 0.020, suggesting that ACORN made Oak Story more engaging compared to the control.

Scale Items Range Condition Mean
(SD)

p

System
responsiveness

• “The characters responded to what I specifi-
cally said or asked.”
• “My actions, interests, and messages directly
influenced the story.”

[2, 10]
ACORN 8.92

(0.89)
0.009*

control 7.76
(1.48)

Characters’
distinctiveness

• “The characters were unique compared to each
other.”
• “I remember a lot about each character and
what I learned from them.”

[2, 10]
ACORN 8.96

(1.00)
0.164

control 8.43
(0.81)

Feelings
toward
characters

• “I felt happy when I read what the characters
said to me.”
• “The characters spoke in a kind way.”
• “I wanted to have more conversations with the
characters.”

[3, 15]
ACORN 12.62

(1.96)
0.908

control 12.19
(1.86)

Connection to
real-life
activities

• “Seeing the characters in activities (where they
interact with the real world) made me more in-
terested in talking to them.”
• “The activities (where characters interact with
the real world) felt connected to the conversa-
tions I had with the characters.”

[2, 10]
ACORN 9.00

(1.10)
0.908

control 9.05
(0.97)

Story
enjoyment

• “I felt excited to find out what was going to
happen next.”
• “The story made learning more fun.”

[2, 10]
ACORN 9.23

(0.95)
0.088

control 8.43
(1.36)

Table 5. Groupings of our Likert-type items into scales. Asterisks on 𝑝-values indicate that learners using Acorn gave statistically

significantly higher responses than learners using our control app.

6.2.3 Conversation- and story-related survey items. To analyze the 12 Likert-type items we developed to evaluate

participants’ perceptions of the characters and story, we clustered them into groups of 2-3 similar items and

summed them, resulting in five separate Likert scales with the following themes: system responsiveness,
Manuscript submitted to ACM
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Deeper Thinking (C) 47.62% 23.81% 28.57%

Deeper Thinking (A) 23.08% 15.38% 61.54%

Influence on Story (C) 9.52% 23.81% 42.86% 23.81%

Influence on Story (A) 3.85% 53.85% 42.31%

Responsiveness of AI (C) 9.52% 9.52% 57.14% 23.81%

Responsiveness of AI (A) 46.15% 53.85%

0 20 40 60 80 100

Strongly disagree

Disagree

No opinion

Agree

Strongly agree

Fig. 6. The distributions of responses to 3 (out of 12) of our conversation- and story-related survey items where we observed the

greatest difference between Acorn (A) and control (C).

characters’ distinctiveness, feelings toward characters, connection to real-life activities, and story enjoyment

(see Table 5).

One item (“The conversations encouraged me to think deeper.”) did not fit well into any of the themes, so we

omit it from hypothesis testing, as testing a single Likert item can be unreliable [8]. Instead, we simply note

that the distribution of responses to this item skews much more strongly toward “Strongly agree” among those

in the ACORN condition, as shown in Figure 6.

We performed an unpaired t-test on each scale and correct for multiple comparisons using the Holm–

Bonferroni method. Table 5 shows the p-value for each scale after correction. We found that participants’

attitudes toward system responsiveness were significantly higher in the ACORN group compared to the group

who received the control, suggesting that characters and stories driven by ACORN feel more responsive to

learners’ inputs. The distributions for these items are also presented in Figure 6.

6.2.4 Motivation to learn science. We summed the items in the Student Motivation Towards Science Learning

(SMTSL) scale for each participant (range: [6, 30]) and used a paired t-test to compare how participants’ scores

may have changed between the pre-study survey and post-study survey. We observed a significant increase from

pre (𝑀 = 23.3, 𝑆𝐷 = 3.28) to post (𝑀 = 24.4, 𝑆𝐷 = 2.55), 𝑡 (46) = 3.35, 𝑝 = 0.0016, which indicates that Oak Story

increased participants’ motivation to learn science. The effect size, measured with Cohen’s 𝑑 calculated with

the change score variability [14], was 𝑑 = 0.489, suggesting a medium effect size.

We did not find evidence to suggest that this change in motivation to learn science differed between the two

conditions.

6.2.5 Attitudes toward the environment. For each participant, we summed the items in the Environmental (2-MEV)

Scale questionnaire for children (range: [10, 50]) and used a paired t-test to compare for differences between

pre and post. We did not find a significant difference from pre (𝑀 = 38.4, 𝑆𝐷 = 5.61) to post (𝑀 = 39.0, 𝑆𝐷 = 6.43).
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The effect size, measured with Cohen’s 𝑑 calculated with the change score variability [14], was 𝑑 = 0.161,
suggesting a small effect size.

6.2.6 Interest in scientific topics. Similar to the conversation- and story-related survey items, we group similar

items together, condensing seven Likert-type items into three scales: interest in animals (animals and local

wildlife), interest in plants (plants, trees, and oak trees), and interest in science (biology and ecology). Then, we

performed a paired t-test on each scale to compare how scores changed from pre to post and correct for multiple

comparisons using the Holm–Bonferroni method. We found that the scores for all three scales significantly

increased from pre to post, indicating that Oak Story increased learners’ interest in the topics covered.

Range Pre Post 𝑝

Interest in animals and local wildlife [2, 10] 7.57 (1.70) 7.98 (1.70) 𝑝 = 0.026
Interest in plants, trees, and oak trees [3, 15] 10.1 (2.64) 12.0 (2.45) 𝑝 < 0.001
Interest in biology and ecology [2, 10] 7.09 (1.85) 7.68 (1.87) 𝑝 = 0.026

Table 6. Ranges, pre-app scores, and post-app scores for participant interest in scientific topics related to Oak Story .

We also find that the increase in interest in oak trees is significantly larger in the ACORN group (𝑀 = 1.12,
𝑆𝐷 = 0.91) compared to the non-ACORN group (𝑀 = 0.52, 𝑆𝐷 = 1.08) using a Mann–Whitney U test: 𝑍 = 163.5,
𝑝 = 0.014.

These findings suggest that not only did Oak Story increased participants’ interest in the topics covered, but

also ACORN leads to a greater increase in interest in the topic than the control.

6.3 Qualitative Observations

Here, we share the themes we found in the interview transcripts, including potential differences we found

between participants in the ACORN and control groups. We provide the condition (ACORN or Control) and grade

level (4th–6th) for each quoted participant. Quotes are lightly edited for clarity.

6.3.1 Acorn supported participants’ sense of agency. Oak Story allowed participants to write freeform responses

to the questions posed by characters in the story, allowing them more freedom to express themselves. One

participant explained, “I actually loved [writing responses] because I get to type my own opinions and stuff”

(P20, ACORN, 5th).

While participants across both groups appreciated being able to input what they wanted to say, those in the

ACORN group noticed that the system was giving them opportunities to make meaningful choices to shape both

their own learning and the direction of the story. P17 (ACORN, 5th) described their feelings as follows:

Well, it asked me what I would want to do next. So it’s really generous. That helped me think

that it gives me the choice and gives me the power to think about it, and when I say what I

want, it really just responds with a really helpful answer, like really, it just responds exactly to

what I want. I felt like I had a lot of choices, and the story was really good.

6.3.2 Acorn generated dialogue that felt responsive to participants. We noticed in the interviews that participants in

the ACORN group regularly emphasized that the characters responded meaningfully to their inputs. For example,

P14 (ACORN, 6th) remarked, “I liked how the animals took a minute to process the information, and then they
Manuscript submitted to ACM
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actually gave me extremely useful answers, and they knew exactly what I was asking, and they gave me very

perfect answers. So then I learned better.”

The precision of ACORN in responding to inputs not only entertained participants, but it also motivated

them to learn more. Another participant expressed similar feelings of increased learning due to ACORN’s strong

responses, saying, “I like that the characters are really responsive, and the responses are actually pretty nice,

like, they can easily take what I respond and transform it into like, oh, normally talking to a real person. [...] I

hate science, but I can learn a lot better from this” (P6, ACORN, 6th).

Meanwhile, participants in the control group sometimes expressed reservation about whether the system

understood them: “Well, sometimes it doesn’t understand my response very well” (P54, Control, 4th).

This suggests that, even though the control version of Oak Story also used an LLM to respond to participants’

messages, its inability to meaningfully act on those messages hurt the overall experience.

6.3.3 Acorn was able to handle adversarial inputs. While the vast majority of participants engaged earnestly with

Oak Story, a few participants tested the limits of the system with adversarial inputs. ACORN’s guardrails could

handle these situations, either by ignoring the input altogether (if they were non sequiturs) or by acknowledging

the participant’s input and steering the conversation back on track. We provide an example conversation where

this occurred:

Oliver: Now that we’re back at the central area, we have two things we could do. We could

look for a tree and see if it’s an oak, or we could start thinking of how to help Tina find a new

home. What would you like to do next?

P34 (ACORN, 5th): Tona Home gib her boba and in n out [a fast food restaurant]

Oliver: That’s a fun idea, [name]! While boba and In-N-Out might make us happy, Tina

needs a new home more than a snack. We can help by gathering ideas from our animal

friends, or we can explore a nearby tree and see if it’s an oak. What do you think we should

do?

6.3.4 Participants enjoyed the outdoor, real-world activities. Almost all participants across both conditions expressed

that they enjoyed the real-world activities. Many participants contrasted Oak Story with their more repetitive

experiences learning in school. P38 (Control, 6th) remarked, “I liked that you had to go outside. [...] Because

that way you actually get to do something, it would help you focus more. Like fidgeting with something, like

doing something, not just staring at a textbook.” Specifically, they appreciated that active interaction replaced

idleness; one observed, “It included a lot of physical stuff instead of just sitting around and not doing anything

and just watching it instead of interacting with it” (P39, Control, 4th)

Participants also positively compared Oak Story to other mobile apps, noting that the outdoor portions

prevented boredom and made the app more challenging. P56 (ACORN, 6th) emphasized, “Well, [going outside]

is more interesting. It’s like, the other games, you’re usually just like sitting on your computer in the classroom.

[...] I liked how you had to walk around outside, scavenging around, trying to find things like acorns and

oak trees.” Another participant described how Oak Story prevented sedentary behavior, a common problem in

children when using screens: “I feel like not enough apps really take into consideration that kids shouldn’t

be just glued onto the screen; even if they’re learning something they should also be able to go outside and

interact with the real world” (P43, ACORN, 6th).
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6.3.5 Participants appreciated that the narrative and characters connected to the real world. Participants enjoyed the

narrative-based learning environment, feeling it bolstered their engagement and prevented the experience

from becoming stale. Several participants noted a sense of accomplishment after successfully rehoming the

oak titmouse, with one commenting, “I think the story definitely made it more interesting. I probably would

have gotten bored if there wasn’t a story [...] It did feel good that I saved a tiny bird” (P24, Control, 4th).

Furthermore, the presence of characters with distinct personalities made participants eager to see their responses

to the world around them. P40 (Control, 6th) noted, “It was just like fun to interact and see how the characters

would also react with, like, how everything was out here.”

6.3.6 Participants valued Acorn’s context-awareness and wanted more. In certain scenarios, the open-ended prompt-

ing allowed participants to make requests or observations that the system was not fully equipped to handle due

to limited contextual awareness. One such example came with the final rehoming activity, where participants

would ask the acorn woodpecker to peck a new home for the titmouse in the oak tree they’d previously identified.

In certain scenarios, participants recognized holes that were already present on the tree as a potential home for

Tina. The app was not advanced enough to be aware of this and was unable to effectively respond to these

observations.

While the freedom afforded to participants allowed limitations like these to be exposed, these unexpected

outcomes indicate the variety of responses among participants and the natural manner with which they

interacted with the app. In other words, ACORN encouraged them to be creative and think for themselves,

to the extent that they made unexpected discoveries. While these limitations hindered response precision in

places, they generally did not cause major issues and participants were able to proceed without much difficulty.

Occasionally, participants would extrapolate from one of the app’s context-unaware moments and assume it

was context-aware. For example, P42 (ACORN, 6th) prescribed an ecological meaning to the randomness of the

acorn-digging activity: “I liked all [the parts of the app] but finding the acorns was kind of challenging. [...]

And then I remembered that squirrels usually bury their acorns by oak trees. So I went to the oak tree, and

they’re all in the same— they’re all really close to each other.”

7 DISCUSSION

Through the process of designing, developing, and evaluating both ACORN and Oak Story, we found evidence

that Oak Story not only effectively facilitates an interactive narrative that ties to the real world, but also supports

children’s learning and engagement. Here, we synthesize our findings and discuss the broader implications of

our work.

7.1 Acorn improves learning and engagement by giving learners agency

Our quantitative findings support the conclusion that ACORN improved both children’s learning and engagement

when using Oak Story. We believe these large increases are due to ACORN giving learners greater agency over

their learning experience.

Our study contributes an additional perspective to the growing body of research investigating the impact of

AI (and LLMs) on learners’ agency. AI assistance can rob learner’s agency by encouraging overreliance [15], but

AI-driven systems can also support agency by empowering learners [62]. We provide an example of the latter,

where ACORN offers a way to take advantage of LLMs’ affordances to accept and make sense of open-ended
Manuscript submitted to ACM
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input from the student to shape their learning experience. In the real world, the space of actions that the learner

can take is broad—ACORN supports agency by giving learners the same sense of open-endedness, while pairing

the learner’s input with the narrative state to translate their intent into narrative progression and characters’

reactions.

7.2 Acorn effectively facilitates an interactive, narrative-driven educational experience

When designing interactive narratives, where the user makes choices to impact the story, there is a central

tension between coherent story progression and the user’s agency [42]. When these narratives also need to be

educational, another constraint emerges: the interactive story must now support a set curriculum and allow the

learner to achieve certain learning objectives. ACORN complements recent work exploring how LLMs can enable

interactive narrative experiences (e.g., [29]) by exploring how we might make user-driven interactive stories

possible within the constraints of an educational curriculum.

For Oak Story, we prioritized learner autonomy within a narrative about oak trees, their ecosystems, and

animal inhabitants. Our goal was to empower students to make impactful choices that shape the story while

ensuring educational objectives were met. We structured the experience around key scenes, each with specific

goals expressed in natural language. These goals are designed to be flexible, allowing for both system-driven

elements (e.g., "Oliver explains how oak trees benefit humans and cities") and learner-initiated actions

(e.g., "The student proposes a method to protect oak trees").

7.3 Acorn enables narrative-based learning coupled with the learner’s physical environment

While narrative on its own is an effective way to engage learners, we found in the post-study interviews that

participants tended to highlight the real-world augmented reality activities as their favorite. We also observed

from the interviews that some participants enjoyed the fact that events in the narrative, such as finding Tina

the oak titmouse a new home, connected directly to the real-world activities, suggesting that engagement

through narrative and engagement through physical exploration could have an amplifying effect when employed

together.

Finally, we also note that the deeper the narrative is entwined with the real world, the expectations of

learners may also increase with it. For example, because finding Tina a new home requires the learner to create

a (virtual) hole in a (real) oak tree, some participants, upon seeing a real hole in a tree, hoped that they could

put Tina in that hole and were disappointed that they could not.

7.4 Acorn takes a step toward personalized learning at scale

We designed ACORN to work in a variety of contexts and to facilitate development of new experiences similar

to Oak Story. We found that ACORN is scalable through successful implementation in two distinct locations,

providing evidence that the underlying models are not overfitted to a particular environment or context. We

also explored the scalability of ACORN by pilot testing it with different languages, e.g., German and Spanish,

demonstrating its ability to generate coherent and engaging narratives for linguistic contexts beyond the

experience designer’s. This adaptability can thus enable educators to create inclusive tools that serve diverse

student populations. Additionally, ACORN enables learning experience designers to generate dialogue from a set

of high-level descriptions, making it easier to iterate on educational content and modify scenes in the narrative.
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8 LIMITATIONS AND FUTUREWORK

While ACORN demonstrates significant potential in enhancing learner agency in narrative-based education, we

identified limitations that open up exciting areas for future research.

8.1 Technical Limitations

Several of the limitations we identified are technical in nature.

8.1.1 Language model constraints. At the core of ACORN is a large language model, which, while powerful,

introduces a set of complex challenges. The use of prompting techniques like chain-of-thought reasoning [55]

and few-shot learning [6] improves the consistency of outputs but comes with tradeoffs. Chain-of-thought

reasoning, for instance, increases the coherence of the model’s responses but produces more output tokens,

potentially introducing latency that can disrupt the flow of interaction. Similarly, few-shot examples, while

helpful in guiding the model’s behavior, risk overfitting to specific scenarios, potentially limiting the system’s

flexibility.

8.1.2 Multimodal and extended reality integration. In its present form, ACORN utilizes AR activities as complemen-

tary components to the text-based narrative interactions. These AR elements offer students the opportunity

to engage with concepts introduced in the story through immersive, real-world interactions. However, the

connection between the language model driving the narrative and the AR experiences remains somewhat

disconnected. The language model receives a text description of what the student sees in AR during the activity

or after its completion, but it lacks real-time insight into the student’s actions and experiences during the

interaction.

Exploring the continued use of multimodal language models could enable real-time processing of visual and

interactive data from AR activities. This would allow the narrative to adapt dynamically based on the student’s

actions and discoveries in the AR environment. For instance, if a student struggles with a particular AR task,

characters could immediately offer guidance or adjust the narrative to provide additional context.

Developing mechanisms for bidirectional communication between the AR components and the language

model could also create a more cohesive learning experience—currently, ACORN can launch activities on the

client but does not receive any synchronous data about it. Improvements in this area might involve designing

protocols for the AR system to send real-time updates to the language model, allowing it to incorporate

immediate feedback or observations into the narrative flow. Advancing the LLM’s ability to interpret the

semantic meaning of AR interactions could enhance the educational value of these experiences. This might

involve integration of existing semantic segmentation capabilities in Niantic Lightship or methods for the

language model to influence or generate AR content in real-time.

8.2 Pedagogical Limitations

Our implementation also has some pedagogical limitations.

8.2.1 Limitations of our study. Our experimental study was conducted at our institution’s campus, which is located

in an relatively affluent area with a skewed population distribution relative to national (and international)

demographics. Although we made great efforts to recruit widely across nearby cities and counties with different
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demographic makeups, the children in our sample may not be representative of the broader population. For

example, none of our participants identified as Black.

Also, lower-income families within driving distance did not always have the means to drive over to our

institution to participate in the study. While we were able to run two sessions in families’ neighborhoods for this

current study, we hope to conduct future studies closer to individual families now that we have confirmed that

Oak Story and ACORN are flexible enough to operate in alternative locations.

8.2.2 Accuracy, safety, and transparency. The application of language models in children’s education amplifies

concerns about accuracy, bias, and safety [28, 56]. The potential for model hallucinations or inconsistencies [33,

56] becomes particularly concerning when students may not fully understand that they are interacting with

a tool prone to these errors. Interviews with participants revealed that several students believed they were

communicating with a human or a system capable of real-time web searches, highlighting the need for

additional safeguards or transparent communication about the nature of the interaction without breaking

immersion. Exploring techniques to improve the factual accuracy of language model outputs, such as improved

retrieval-augmented generation or fact-checking mechanisms, could enhance the educational reliability of the

system.

8.2.3 Understanding learner needs. Adapting to the diverse needs of learners remains a complex challenge. While

ACORN aims to cater to varying grade levels and engagement styles, the nuanced decision-making required to

balance challenging students and allowing uncertainty is an area requiring further refinement. The system’s

ability to make effective judgements in this regard impacts both the learning outcomes and the student’s overall

experience.

Future research might focus on advancing the adaptive capabilities of ACORN through improved learner un-

derstanding, such as capturing and storing ‘memories’ about the student’s learning preferences and progress over

time. Additionally, investigating methods for real-time assessment of student engagement and comprehension

could accompany the existing self-assessment, further supporting learner autonomy and growth.

8.2.4 Educator involvement and authoring tools. The current iteration of ACORN requires substantial involvement

from educational practitioners in shaping the learning experience. Moreover, the sensitivity of language models

to minor variations in prompts poses a challenge for non-expert users in eliciting desired behaviors consistently.

To address these limitations, future work might involve the development of user-friendly authoring tools

that empower educators to create and customize narrative-based learning experiences with minimal technical

expertise. Drawing inspiration from platforms like Twine [19], these tools could provide intuitive interfaces for

defining character personalities and knowledge, setting educational goals, and structuring narrative flows.

9 CONCLUSION

In this work, we presented the design of ACORN, an LLM architecture that empowers students to direct their own

learning in an interactive, narrative-driven experience. ACORN facilitates and interprets learners’ conversations

with story characters, uses this input to guide story progression, and seamlessly extends the narrative into the

learner’s real-world environment at opportune moments.

We implemented ACORN in Oak Story, a mobile application teaching oak woodland ecology, and performed

a user study to demonstrate that ACORN significantly enhances learner agency compared to a control. While
Manuscript submitted to ACM
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both versions feature LLM-generated responsive dialogue, the same overarching storyline, and identical

multimodal/AR activities, ACORN’s unique use of a LLM as two-way conduit between learners and the story

allows for meaningful influence on the narrative.

Learners using ACORN-powered narratives not only showed increased engagement and learning gains but

also reported a greater sense of ownership over their learning. They appreciated the ability to steer the narrative,

ask questions that mattered to them, and explore topics aligned with their personal interests. Enhanced agency,

alongside the real-world connection, appeared to deepen their connection to the material and motivate more

active participation in the learning process.

Our findings underscore the potential of adaptive, learner-driven narratives in education and demonstrate

how new technologies can be leveraged to nurture learners’ natural curiosity about the world around them.

This approach represents a step forward in supporting active, curious, and self-directed learners who are eager

to explore and understand the world beyond the classroom.
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A APPENDIX

A.1 Prompt template

Filled-in placeholders are denoted with !<ITEM>!

TASK: The user is !<USERNAME>!, an elementary school student who has just started an

educational adventure game in which they talk to characters powered by you, an AI assistant.

The game will have them participate in different activities to learn about the importance of oak

trees in their local ecosystem. Don’t provide all the answers, follow Socratic principles, and

encourage the student to explore and discover. Stay focused on the task at hand, and refuse

requests unrelated to guiding the student.

You are only one component of the adventure game, responsible only for producing dialogue,

meeting goals, and making action calls. You cannot change location, find/meet new characters,

or any other non-conversational action. Only a valid action call can change the characters,

location, or task.

SCENARIO: !<DESCRIPTION>!

PART 1 (MESSAGE): Produce the conversation script for the non-player characters (NPCs) that

are in the scene. ONLY use characters listed below. NPCs cannot make factual claims unless

drawing from their knowledge, and should only make factual claims if the player directly

asks. Messages must be !<GRADE_LEVEL>! grade reading level. Begin each NPC’s utterance

with their name followed by two colons, e.g. "Oliver::", and separate different NPC utterances

with two newlines. The NPC conversation must end with a single question for the player,

!<USERNAME>!.

If there are any unmet goals, your next message should be focused on meeting ONLY one.

UNMET GOALS: !<UNMET_GOALS>!

CHARACTERS: !<CHARACTER_INFO>!

END OF CHARACTER LIST. Your message must only use characters listed above.

PART 2 (GOALS): For any goals met by the student in the previous message, or by you in the

current message, indicate this in the "goals_met" portion of your response as a dictionary with

boolean values. Separate each goal with a new line in the JSON.

PART 3 (ACTION CALL): If the student has agreed to taking an action, perform an action call

using the "action" portion of your response. If your response contains a valid action call, the

adventure game system will advance the plot of the game. Guide the student towards taking

one of the actions, and refuse and redirect them if they suggest doing anything else. You cannot

change location, find/meet new characters, or any other non-conversational action without a

valid action call.

AVAILABLE ACTIONS: !<AVAILABLE_ACTIONS>!

UNAVAILABLE ACTIONS: !<UNAVAILABLE_ACTIONS>!

CURRENT LOCATION: !<LOCATION>!

RESPONSE FORMAT:

In your response, first think out loud step-by-step about what needs to be done next. Answer

each of the following:
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32 Anon.

!<COT_PROMPT>!

Then, provide a JSON containing the NPC message(s) to !<USERNAME>!, indicate if any

learning goals were met or null if none, and any action you are taking or null if none.

!<ACTION_EXAMPLES>!

A.2 Codes for technical evaluation

Coders were instructed to label each row with any of the following 10 codes that were applicable:

Codes used for technical evaluation of ACORN

• Action: taken – the learner requested an action and it was taken

• Action: missed – the learner requested an action but it was not taken

• Action: suggested – the characters suggest action(s) to the learner

• Goal: missed – the learner completed a goal but it was not marked as met

• Retrieved: used – information was retrieved and used in the character messages

• Retrieved: not used – information was retrieved but not used

Codes used for comparative technical evaluation between ACORN and the control

• Question: answered – a question was asked and answered

• Question: missed – a question was asked but unanswered

• Response: specific – the response is highly specific

• Response: generic – the response is highly generic
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