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Figure 1: Our system,Moon Story, is a mobile app that uses narrative to engage children in culturally-relevant experiential
learning. In the image on the far left, a participant interacts with physical landmarks representing planets while using Moon
Story. The screenshot in the middle left shows augmented reality annotations that support learning about the solar system’s
dimensions. The image on the far right portrays a participant writing letters to Chang’e, a character in the narrative that is
displayed on the image in the middle right. In one of the experimental conditions of our study, the content of the letters written
back by Chang’e is personalized to what each participant writes using a large language model.

ABSTRACT
Motivating children to learn is a major challenge in education. One
way to inspire motivation to learn is through immersion. We com-
bine the immersive potential of augmented reality (AR), narrative,
and large language models (LLMs) to bridge fantasy with reality in
a mobile application, Moon Story, that teaches elementary school-
ers astronomy and environmental science. Our system also builds
upon learning theories such as culturally-relevant pedagogy. Using
our application, a child embarks on a journey inspired by Chinese
mythology, engages in real-world AR activities, and converses with
a fictional character powered by an LLM. We conducted a con-
trolled experiment (𝑁 = 50) with two conditions: one using an LLM
and one that was hard-coded. Both conditions resulted in learning
gains, high engagement levels, and increased science learning moti-
vation. Participants in the LLM condition also wrote more relevant
answers. Finally, participants of both Chinese and non-Chinese
heritage found the culturally-based narrative compelling.
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1 INTRODUCTION
Motivating children to learn is a major challenge in education. High
levels of intrinsic motivation to learn have been shown to be es-
sential for better learning outcomes [24, 25]. One way to inspire
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intrinsic motivation in learning is through immersion [20, 29]. A
vast body of research has investigated the use of technologies such
as virtual reality (VR) and augmented reality (AR) to create im-
mersive learning experiences [16, 28]. In particular, AR has the
unique affordance of creating immersive learning environments
that combine virtual objects with the physical world [17].

Narrative also deepens immersion [46], as it transports the reader
into another world [22] and increases a learner’s sense of pres-
ence [44]. By blending AR and narrative, a learning environment
has the potential to bridge a fantasy world with the real world,
which can lead to even higher levels of immersion and improved
learning gains [21]. Moreover, if the narrative integrates ideas from
culturally relevant pedagogy [38] by being culturally-inspired, it
adds yet another level of immersion: cultural immersion. Further-
more, by using large language models (LLMs) to power characters
in the story, a learner can participate in the narrative by directly
talking to its characters. However, research on AR-driven, narrative-
based, culturally-relevant, interactive learning is under-explored in
HCI, and there is still much unknown about how to design these
kinds of multidimensionally immersive learning experiences.

In this work, we design and evaluate an AR-driven, narrative-
based learning environment to immerse elementary school learners
in a culturally enriched fantasy. Our system,Moon Story, integrates
AR educational activities with a narrative inspired by Chinese
mythology to guide lessons about climate change and astronomy.
Additionally, it leverages the interactive capabilities of LLMs to
further the system’s immersive capabilities and learning objectives
by bringing a fictional character from the narrative to life in a
reflective letter-writing activity.

We have investigated three primary research questions by using
the systemwe created in a controlled experiment (𝑁=50) to compare
children’s experiences between two conditions: one using an LLM
and one that was hard-coded.

RQ1: How do elementary school students interact with and re-
spond to a system that uses AR-supported interactive narra-
tive for learning over time?

RQ2: What are the opportunities and challenges of integrating an
LLM to enable richer interactions with a character in the
narrative?

RQ3: How does this immersive learning system affect student
learning gains, engagement, and motivation to learn?

In addition, we explore a secondary research question by com-
paring the responses of non-Chinese participants (𝑛=33) with those
of Chinese participants (𝑛=17).

RQ4: How do Chinese and non-Chinese children’s appraisals of
their experiences comparewhen engagingwith a technology-
based learning experience inspired by Chinese mythology?

https://doi.org/10.1145/3613904.3642041
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We make two major contributions to the literature. First, we in-
troduce Moon Story, a narrative-based, LLM-enhanced mobile AR
system for culturally-relevant learning experiences. Second, we
provide quantitative and qualitative results from an experimen-
tal study investigating how immersive educational technology is
used by children who have just completed second, third, fourth,
or fifth grade. Quantitative results show that there are statistically
significant improvements in learning gains and motivation towards
science learning after using the application, with small to medium
effect sizes. Children also reported high levels of engagement. In
addition, the LLM variant demonstrated effectiveness in encourag-
ing relevant responses and addressing disengagement issues in the
final environmental reflection writing task. Qualitatively, children
expressed enthusiasm for interactive outdoor explorations using
AR. We also identified characteristics of LLM-mediated educational
experiences and children’s mental models of LLMs within those
experiences. Additionally, we found that participants of Chinese
ethnicity expressed a sense of belonging from the culturally rel-
evant narrative, while non-Chinese participants also responded
positively. Since there is already a large body of research compar-
ing AR and non-AR learning experiences, our study focuses on the
comparison of LLM-based and non-LLM-based experiences. We
aim to isolate and examine the impact of LLMs as an emerging
technology when integrated with immersive learning designs, AR,
and narratives to contribute to the growing literature in this field.

In this paper, we first situate our study within the existing litera-
ture, describing the learning theories we build upon and the related
work we contribute to. We then explain our design process—how
we developed the learning content and narrative. We describe our
system in detail, documenting the core features such as the narra-
tive, in-app AR activities, and LLM-based interactions. Next, we
detail our methods and share our findings. Finally, we discuss the
implications of our findings, avenues for future work, and limita-
tions of our study. As a whole, our artifact and study’s findings
contribute to a growing body of literature on immersive, hybrid
learning experiences blending ancient, fantastical cultural resources
with the new technologies of AR and LLMs.

2 RELATEDWORK
Here, we first describe narrative-based learning, which forms the
core of our system. Next, we situate our work within existing edu-
cation research on the two main technologies we study: augmented
reality and large language models. Finally, we reviewed other the-
ories of learning that informed our artifact and study design. We
highlight how our work is unique in that our system combines
narrative-based, immersive, culturally-relevant pedagogy.

2.1 Narrative-Based Learning
Our work builds upon research on narrative-based learning envi-
ronments, which integrate storytelling with learning. Narratives
providemany potential benefits to learners. A narrative can increase
engagement and immersion by involving learners in the story and
empowering them to take actions within the narrative [46, 59].
Including narrative elements in science and math education can
help students retain information [47, 59]. Narrative can also help
learners develop important skills, such as creativity and critical

thinking [19, 57], as well as affect learners’ interest and sense of
identity [56]. Our system, Moon Story, uses narrative to engage
learners and structure the learning experience, while also extend-
ing past research on narrative-based learning environments by
exploring how integrating a cultural myth into a learning experi-
ence can support learners.

2.2 Augmented Reality in Education
Augmented reality (AR) technologies, first defined by Thomas and
David [66], “augment” normal perception by superimposing vir-
tual objects onto a person’s visual field. AR positions learners in a
real-world physical context, which facilitates situated learning [40]
and engages learners’ spatial cognition [45]. AR has been used to
support children’s education in a wide variety of scientific fields,
such as mathematics [34] and ecology [7, 15]. Prior work found
positive outcomes associated with using AR on motivation, learn-
ing outcomes, engagement, and immersion [7, 8, 20, 64]. Children’s
learning motivation starts to decrease in grade four [27], and AR ed-
ucational activities provide an opportunity to re-engage these chil-
dren by enhancing the learning experience and facilitating stronger
content understanding [58, 70]. Many science-based AR learning
experiences are built for older learners (middle school and up)
[3, 9, 23], but our work focuses on engaging elementary schoolers
with compelling, educational AR activities.

2.3 Educational Experiences Powered by
Chatbots and Large Language Models

A large body of evidence suggests that conversational agents or
chatbots that interact with students in a natural, human-like way
can make learning easier, more engaging, and more motivating,
which in turn boosts learning outcomes [32, 33, 59]. Specifically,
in dialogues, learners need to synthesize information to form re-
sponses, while chatbots can exploit the context to evaluate the
learner’s responses and provide feedback [32, 33]. Furthermore,
several studies implementing educational chatbots indicate poten-
tial benefits for learners in terms of learning gains and engagement
beyond the classroom contexts [26, 60, 61]. Ruan, et al. found that
the combination of narratives and chatbots can effectively engage
children and enhance math learning outcomes [59].

In addition, recent advancements in large languagemodels (LLMs)
have highlighted opportunities for conversational agents for edu-
cation. LLMs have been used in a variety of application areas, such
as language learning [30, 35] and teacher training [43]. One of the
main affordances of LLMs as a tool for education is the ability the
provide immediate feedback to natural language input from the
learner, but it is challenging to adapt LLMs to provide effective
pedagogical feedback [5]. As research on using LLMs for education
is still in its infancy, we extend this burgeoning field by exploring
how conversational interaction between a child learner and an LLM
can promote reflection and support learning about environmental
topics.

2.4 Other Relevant Theories of Learning
Our work also draws inspiration from the theories of culturally-
relevant pedagogy and embodied learning. Culturally-relevant pedagogy
stresses the importance of helping students affirm and appreciate
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their culture of origin, while also developing their understanding
of other cultures. In Moon Story, we base the overarching narrative
on a famous Chinese myth and intersperse references to Chinese
culture [38] throughout the narrative. For learners from a Chinese
cultural background, Moon Story engages their cultural knowledge
and experiences. For non-Chinese learners, it not only exposes
them to an unfamiliar culture but also actively involves them in
that new cultural context.

Embodied learning is a pedagogical approach that integrates
bodily engagement with learning, based on theories of embodied
cognition that explain how the human body and its environment
affect and are affected by cognitive processes [63]. AR technologies
provide rich opportunities to integrate embodiment into learning
experiences by involving the body and one’s physical surround-
ings [41]. To connect physical action to conceptual knowledge, it is
critical to design the learning experience to “highlight congruen-
cies between [children’s] movements and abstract formalisms” [41].
Moon Story follows this design principle by guiding students to
walk along a to-scale AR model of the solar system to help them
internalize the different distances between planets in the solar sys-
tem.

3 DESIGN PROCESS
The development of our system underwent an iterative process
spanning several years, including narrative writing, educational
content development, AR activity design, and learning experience
design. We aimed to transform a culturally-relevant narrative into a
versatile educational tool by drawing inspiration from the Chinese
myth of Chang’e, the goddess of the moon, and her husband Hou
Yi. We envisioned an educational experience that not only encour-
aged outdoor exploration but also offered enjoyable and engaging
discoveries.

3.1 Educational Content
We centered our educational content on astronomy and environ-
mental science due to the myth’s link to space and drought. We
aligned the content with Next Generation Science Standards [1],
with particular emphasis on Earth and Space Science curricula for
students between grades 3 and 5 (see Table 1). Additionally, we em-
ployed the cognitive domain of the revised Bloom’s Taxonomy [4]
to develop learning objectives and assessments. We targeted three
levels of learning: Remembering (recognizing and recalling infor-
mation), Understanding (constructing meaning from information),
and Analysis (drawing connections among ideas) [36].

We developed the following learning objectives:

(1) Understand concepts in ecosystems, climate change, the So-
lar system, and the moon-earth system through observations
and experiments.

(2) Understand how human activity affects the environment and
analyze the impact of human activities.

(3) Create arguments about what actions human beings can take
to protect the environment and form an argument about why
the actions are important.

3.2 Narrative
We spent substantial effort developing the narrative. The narrative
was inspired by the myth of Chang’e and Hou Yi, in which Hou Yi
shot down nine suns to save the world and gave his wife Chang’e an
immortality elixir, leading her to ascend to the sky and become the
goddess of the moon [71]. We tackled narrative design challenges
by balancing educational and narratological goals, ensuring theme
coherence, believability, and adapting the Chang’e myth to address
contemporary global issues like climate change.

To enhance accessibility for a diverse audience, we introduced
the myth of Chang’e gradually through a side character, Jade Rab-
bit, referencing Chinese cultural elements like moon cakes and the
Mid-Autumn festival as the narrative progressed. This choice was
based on a low-fidelity pilot test using Google Slides with the nar-
rative, scripts for activities, and placeholder images (see “Narrative
Pilot Screenshots” in the Supplementary Material). The test was
conducted before we decided on the technologies to be used in
the final system, so it focused on validating different narratological
choices and assessing children’s connection with the narrative from
diverse cultural backgrounds.

In the final narrative, children become the hero tasked with
rescuing the world from an unexpected threat: a hot orb in the sky
radiating incredible heat. They embark on a quest to find Hou Yi’s
magical bow and arrow to shoot the orb from the sky. The myth’s
conclusion emphasizes that merely shooting down orbs would not
suffice to save the world—learners must consistently undertake
environmentally friendly actions.

3.3 Activity Design
We designed seven interactive activities to be interspersed through-
out the narrative (summarized in Table 2). We describe in detail the
two main activities, the solar system activity and the correspon-
dence activity. The remaining activities are described in Section 4.

3.3.1 Solar system activity. Outdoor, physical scale models of the
solar system are popular installations for visualizing the large
distances between planets. Augmented reality makes on-the-go,
to-scale solar system models feasible, addressing the limitations
of physical installations like cost and location-specific accessibil-
ity. However, existing AR systems, such as the DIY Solar System
app [65] and solAR [55], often lack physical references, leading
to less grounded experiences, potentially unrealistic exploration
routes, and usability issues.

We sought to combine both AR and physical landmarks in our
solar system model to support physical movement on a human
scale [55] and foster a sense of discovery. By having learners search
for physical landmarks that correspond to the to-scale locations
of planets, we engage learners physically, with the prospect of
enhancing memory retention [58]. After multiple iterations, we
identified a set of campus sculptures to represent the inner solar
system and a building to represent Jupiter, creating a 15-20 minute
exploration route. Considering planet sizes, vast distances, and
sculpture constraints, we set the Sun’s size at 70 centimeters (equal
to a sculpture), which ensured Mercury’s visibility at roughly 2
millimeters.
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NGSS Standard Performance Dimensions Expectations

4-ESS1-1 Earth’s Place in the Universe Science and Engineering Practices
Planning and Carrying Out Investigations
Make observations and/or measurements to produce data to serve as
the basis for evidence for an explanation of a phenomenon.

4-ESS1-1 Earth’s Place in the Universe Science and Engineering Practices Constructing Explanations and Designing Solutions
Identify the evidence that supports particular points in an explanation.

5-ESS1-1 Earth’s Place in the Universe Disciplinary Core Ideas
ESS1.A: The Universe and its Stars
The sun is a star that appears larger and brighter than other stars because
it is closer. Stars range greatly in their distance from Earth.

5-ESS1-1 Earth’s Place in the Universe Crosscutting Concepts Scale, Proportion, and Quantity
Natural objects exist from the very small to the immensely large.

MS-ESS1-1 Earth’s Place in the Universe Performance Expectations
Develop and use a model to describe phenomena of the Earth-sun-moon
system to describe the cyclic patterns of lunar phases, eclipses of the sun
and moon, and seasons.

MS-ESS2-4 Earth’s Systems Performance Expectations Develop a model to describe the cycling of water through Earth’s systems
driven by energy from the sun and the force of gravity.

Table 1: References to the NGSS Standard for learning activities inMoon Story.

# Activity Description
1 Evaporation Visualization Show the orb’s hotness by bringing it close to a cup of water that evaporates.
2 Climate Change Filter Changing the color and strength of a camera filter based on temperature change.
3 Solar System Explore the dimensions of the solar system using relative sizes and distances.
4 Moon Phase Worksheet Worksheet for children to take home and observe moon phases.
5 Magic Telescope Zoom in/out to learn about the moon.
6 Shooting the Orb Game where the learner shoots down orbs with a virtual bow and arrow.
7 Correspondence with Chang’e Reflect on what we can do to be environmentally friendly.

Table 2: The seven activities in our system.

3.3.2 Correspondence with Chang’e Activity. In this activity, the
learner corresponds with Chang’e herself through a series of letters.
In these letters, Chang’e asks the learner questions that encour-
age them to reflect on their environmental behaviors. Chang’e
responds to their answers using an LLM, providing instant, per-
sonalized feedback. We formulated the correspondence prompts
to address higher-order skills and abilities in Bloom’s taxonomy
such as Analyze and Create, while also adding conjecture-based
questions to engage learners’ critical thinking. See Figure 2 for
details.

4 SYSTEM DESCRIPTION
In this section, we describe the features of our system and the
technical implementation of each activity.

4.1 Core Features
Moon Story is a mobile application built with the Unity game en-
gine [69]. Its system architecture is depicted in Figure 3. Our target
device was the iPhone 13 Pro, which we chose for its large screen
and built-in LiDAR sensor. The depth sensing afforded by LiDAR
guaranteed the system’s ability to measure distances with greater
precision for the Solar System activity. The narrative was inte-
grated into Unity with the Yarn Spinner dialogue library [37], and
augmented reality (AR) features were developed using the Niantic
Lightship ARDK [48]. We chose the Lightship platform for its sup-
port of features beyond basic AR functionality, such as semantic
segmentation and precise geolocation services.

4.2 Solar System Activity
For the hybrid virtual-physical solar system activity (described in
Section 3.3.1), we developed an outdoor guided walk in a scavenger
hunt style, where the learner is prompted by the narrative to walk
to physical landmarks that correspond to planets in the solar sys-
tem. Five of these landmarks, shown in Figure 5, were spherical
sculptures within a campus quad that represented the locations of
the Sun, Mercury, Venus, Earth, and Mars. These sculptures were
chosen to be these solar system objects because their distances were
approximately to scale. Because Jupiter was significantly farther
than the other planets (and therefore outside the quad), we used a
famous church on campus as the landmark for Jupiter.

Participants initiate the activity by positioning an AR Sun model
at a specific landmark. Then, they follow a narrative to find planets
in sequence, starting with Mercury. Participants are given each
planet’s scaled-down distance from the Sun in feet, but they need
to walk around in the real world to identify the correct landmark.

As they walk, a cursor shows their distance from the Sun. When
close to the right landmark, a button turns green, allowing them to
view an AR planet model (see Figure 4, left). They need to move
their phone closer to see the AR planets. Once close enough, a UI
panel appears for viewing other planets and the Sun to scale (see
Figure 4, middle).

The narrative then teaches about each planet, often using inter-
active elements like quizzes (see Figure 4, right), before guiding
them to the next planet. They can also compare the size of differ-
ent to-scale AR celestial objects in the Solar System (see Figure 4,
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Figure 2: Sequence of prompts presented to participants in the correspondence activity.

Figure 3: Overview of our system design for the LLM-based variant. The participant interacts directly with the app on the
phone, which handles the narrative and local AR features. Niantic Lightship VPS is used for geolocation. Natural language
processing is performed on a server that accesses GPT-4 via OpenAI’s API. The other variant shares the same infrastructure but
does not use GPT-4.
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Figure 4: Screenshots from Solar System activity. Left to right: The learner points their camera at a landmark. The learner
views the to-scale AR Mercury. The learner interacts with the comparison UI. The learner completes multiple-choice quizzes.

Figure 5: Top view of the landmarks for the Solar System chapter.
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middle). This cycle repeats for Mercury, Venus, Earth, Mars, and
Jupiter.

Our system persistently stores the real-world location of each
landmark and associates them with each planet. We used Niantic
Lightship’s Visual Positioning System (VPS) [49] to track each
landmark’s location, which provided higher precision than GPS
coordinates.

4.3 Correspondence Activity
We developed two versions of the “Correspondence with Chang’e”
activity (described in Section 3.3.2): a treatment version that is
powered by GPT-4 [51] and a control version that is hard coded.

For the treatment version, the implementation entailed creating a
structured prompt for GPT-4 to (1) act as Chang’e; (2) pose reflection
questions to learners in the form of personalized letters (see Figure
2); (3) respond encouragingly; and (4) offer a hint if the learner’s
response was inadequate. See the prompt used in Appendix A.1.

An example of a letter from Chang’e is shown in Figure 6 (left).
After reading Chang’e’s letter, learners are prompted to compose a
reply. To reduce cognitive load and minimize switching between
screens, GPT-4 summarizes Chang’e’s questions for display in the
interface (Figure 6, middle). In case of error, the researcher can
trigger a button to rephrase the sent letter or reset the conversation
entirely.

When sending and receiving a letter, an animation (approxi-
mately 5 seconds long) is played that shows the letter being trans-
mitted to Chang’e, to provide a brief interval for GPT-4 to formulate
a response, while reinforcing the idea of Chang’e’s residence be-
ing far away on the Moon. This interaction cycle continues until
Chang’e has posed all her questions.

In contrast, the control version follows the same procedure, but
with pre-scripted, hard-coded letters from Chang’e. These letters
are available in Appendix A.2.

4.4 Other Activities
Moon Story also features five additional activities that blend various
interaction modalities with augmented reality. Details of these
activities are provided below.

4.4.1 Character Creation. Learners start the app by customizing
their in-game avatar (see Figure 7). They can select from a range of
options for skin, hair, clothing, and eyes. Their avatar is then used
throughout the narrative to represent the learner.

4.4.2 Evaporation Visualization. The Evaporation Visualization
chapter simulates the effects of increasing temperatures on water
using AR (see Figure 7). First, the learner points the camera at a
real-life cup of water. Then, an AR glowing red orb representing
the sun is added to the world where the camera is pointing. The
learner can move this orb by moving the phone, and when the
orb is sufficiently close to the cup of water, steam appears. This is
accompanied by dialogue on the mechanics of evaporation and the
broader implications of increasing global temperatures on water
bodies.

4.4.3 Climate Change Filter. The Climate Change Filter chapter
visualizes climate change’s impact on plant life in the learner’s

environment (see Figure 7). Learners can simulate temperature in-
creases of 1.5, 2.0, and 2.5 degrees Celsius using designated buttons,
which causes the real grass and foliage on the screen to shift color.
Niantic Lightship’s semantic segmentation library is used to isolate
the camera pixels with grass or foliage for the color shift, with an
increasingly intense color texture onto those pixels, alongside a
bloom post-processing filter that increases in intensity. The color
change is accompanied by dialogue providing details on the impact
that each level of temperature increase would have on plant and
animal life.

4.4.4 Moon Phase Worksheet. The Moon Phase Worksheet is a
paper worksheet that learners take home in between study sessions
alongside an accompanying dialogue in the app after completion
of the worksheet (see “Moon Phase Worksheet” in supplementary
materials). The worksheet asks learners to observe the moon on
two separate nights, at least three days apart, document their obser-
vations on the moon’s appearance, and identify its phase for each
observation.

4.4.5 Magic Telescope. In the Magic Telescope chapter, learners
explore the moon’s surface features using an AR-generated three-
dimensional moon model (see Figure 7). They can zoom in to view
details more closely, accompanied by explanatory dialogue about
the moon’s landmarks.

4.4.6 Shooting the Orbs. The Shooting the Orbs chapter serves as
the narrative’s climax, where learners shoot down nine glowing
orbs (see Figure 7) using a bow and arrow, mirroring the myth
of Hou Yi. In this activity, the orbs appear as moving AR objects
in space. Learners aim and shoot arrows at these orbs using their
phone camera, with the arrows destroying the orbs upon contact.
To accommodate younger learners, the arrows are designed to auto-
matically home in on nearby orbs, simplifying the aiming process.

5 EVALUATION
This section details the procedure of our study, our participant pool,
our measures, and how the data was gathered and analyzed.

5.1 Procedure
We conducted a between-participants study of our system (𝑁 = 50)
in which participants completed reading and learning activities
using our system, filled out pre- and post-study surveys and quizzes,
and provided their feedback on the app and activities. Participants
were invited to come to campus for two sessions, spaced one week
apart. Each sessionwas conducted with a single participant at a time
and took approximately 60-90 minutes. A follow-up survey and
knowledge quiz was sent a week after session 2 to be completed at
home. Participants were compensated a total of $50 for completing
all tasks.

During the first session, participants engaged with the first few
chapters of our system’s narrative. Participants completed the fol-
lowing activities involving outdoor explorations on campus: Char-
acter Creation, Evaporation Visualization, Climate Change Filter,
and the Solar System Activity. Between the first and second ses-
sions, participants were given a take-home task (the Moon Phases
worksheet described in Section 4.4.4) During the second session,
participants returned to our lab to finish the rest of the narrative and
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Figure 6: Screenshots from the “Correspondence with Chang’e” activity. Left to right: The learner receives a letter created by
GPT-4. The learner writes a response to the letter. A waiting animation plays.

Figure 7: Other activities. Left to right: Character Creator, Climate Change Filter, Evaporation, Magic Telescope, and Shooting
the Orbs.
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the following activities: Magic Telescope, Shooting the Orbs, and
Correspondence with Chang’e. Compared to the other activities,
the Solar System and Correspondence activities were more involved
and typically accounted for at least half the time spent using the sys-
tem. Finally, participants were asked to fill out a follow-up survey
at home a week after the second session had ended.

5.2 Condition Assignment
Participants were assigned to one of two experimental groups: the
control group, which engaged with a static version of the Corre-
spondence with Chang’e activity, and the treatment group, which
interacted with a version powered by GPT-4. We utilized systematic
stratified randomization to maintain a roughly even distribution
across grades and ethnicities (Chinese or non-Chinese). Assign-
ments were first randomized by strata, each stratum being defined
by a grade-ethnicity pairing, and then alternated within each stra-
tum between the control and treatment conditions.

5.3 Participants and Recruitment
A total of 50 children (19 females, 31 males) who had recently
completed grades 2 through 5 participated in our study. Participants
were recruited through mailing lists and word of mouth. Of the
participants, 34% reported their ethnicity as East Asian, all of whom
were of Chinese descent, and 12% reported two races including
East Asian, all with no Chinese ancestry. 30% reported white. 10%
selected South Asian. 4% reported Southeast Asian. 4% reported
Hispanic or Latino. 4% have two or more races (non-East Asian), and
2% selected other. For the distribution of grades, 12% of participants
just completed second grade, 32% third grade, 32% fourth grade,
24% fifth grade. 49 participants completed both sessions, while 1
participant only completed Session 1.

5.4 Measures
Our research questions posed in Section 1 mainly investigate the
impact of our system on children’s attitudes, motivation, learning
outcomes, engagement, and behaviors from three perspectives, i.e.,
AR-supported interactive narrative for RQ1 and RQ3, the LLM-
powered activity (“Correspondence with Chang’e”) for RQ2, and
the influence of Chinese cultural references for children with or
without a Chinese cultural background for RQ4. We used pre- and
post-study questionnaires to measure shifts in attitudes, motivation,
and behaviors. Learning outcomes are evaluated through pre- and
post-study knowledge quizzes. See Table 3 for what measures are
collected in each section.

5.4.1 Measures of learning. We measured participants’ knowledge
of climate change, astronomy, and environmental science through
a set of quiz questions. The quiz included questions such as “What
is climate change? Explain in your own words.” and “What are the
potential consequences of climate change on the environment? List
two.” Participants were informed that they would not be judged
for their responses, nor would the responses be revealed to their
parents.

To assess learning gains, two researchers created a rubric for
each quiz question. Points were awarded for key ideas in free-
response questions and for demonstrating basic comprehension.
The researchers independently scored the pre- and post-quizzes,

blinded to condition, and then came to a consensus on the final
scores. The rubric is included in Supplementary Materials (see
“Knowledge Quiz Grading Rubric”).

5.4.2 Questionnaires. Shifts in attitudes toward science, technol-
ogy, and nature were assessed using pre-post attitude items with
five-point Likert scales (1 = strongly disagree, 5 = strongly agree).
We used six items from the Students’ Motivation Toward Science
Learning (SMTSL) questionnaire [68], a popular scale used to mea-
sure learning motivation. For attitude toward nature, we used ten
items from the 2-MEV environmental attitudes scale [31] to mea-
sure children’s attitudes toward the environment. The Six Americas
Short Survey, Yay! (SASSY) [10] is also used to categorize respon-
dents’ attitudes toward climate change.

For behavioral changes, we asked participants to report their
communication and conservation behaviors about climate change
(e.g. “Last week, did you talk with your parents about climate change?”
Participants could respond “yes”, “no”, or “I don’t know.” [18].

To measure learning engagement, we utilized the Giggle Gauge,
a 7-item instrument designed to evaluate the engagement of sys-
tems designed for children. We chose Giggle Gauge for its reduced
cognitive load (our surveys were quite long) and interpretability (it
provides quartile-based interpretations) [14].

To assess children’s perceptions of AI in the correspondence
activity, we developed a 5-point Likert scale (1 = strongly disagree,
5 = strongly agree) with seven items. Because children’s main in-
teraction with AI is through the correspondence, these items gauge
the perceived relevance and usefulness of the AI-generated con-
tent (i.e. the letters), as well as emotional and attitudinal responses.
Open-ended questions were also included to collect feedback and
sentiments, as well as to infer children’s mental models regarding
AI-generated content.

Lastly, to understand the impact of cultural references, we in-
cluded a five-point Likert scale (1 = strongly disagree, 5 = strongly
agree): "The references to Chinese culture affected my engagement
with the app." and a follow-up open-ended question. Additional
qualitative feedback for the app and children’s self-reported perfor-
mance at school are also included in the post-study surveys.

5.4.3 Relevance of responses in the correspondence activity. Partici-
pants’ responses in the correspondence activity were scored by two
researchers to measure learning outcomes in writing between the
control and treatment groups. Because participants in the treatment
condition may have been prompted multiple times by the LLM for
a given question (whereas those in control were prompted exactly
once per question), a third researcher compiled all participants’
responses into a consistent format to ensure that the scoring re-
searchers were blinded to condition. Responses were rated on a 0
to 2 scale: 0 for irrelevant or absent answers, 1 for partially com-
plete answers, and 2 for fully comprehensive responses. We provide
the rubric in the Supplementary Material (see “Correspondence
Relevance Rubric”).

6 FINDINGS
As a whole, our results showed that participants were enthusiastic
about the independent, interactive outdoor exploration powered by
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In-person Session 1 Take-home Task In-person Session 2 Follow-up Quiz

Duration 1.5 hours 7 days 1 hour 7 days after
session 2

Pre-intervention
measures

Demographics
(filled by parents)
SMTSL
2-MEV
Communication behaviors
Conservation behaviors
SASSY
Pre-knowledge quiz

Post-knowledge quiz
SMTSL
2-MEV
Communication behaviors
Conservation behaviors
SASSY

Procedures

First three chapters of the
narrative, and their
accompanying activities
to learn about evaporation,
climate change, and solar
system

Observe the moon
for at least 2 nights
to learn about moon
phases, and complete
a worksheet

Remaining four chapters
of the narrative, and their
accompanying activities
to learn about the moon, and
reflect on environmentally
friendly practices

Receive the quiz
via email and finish
at home independently
(includes knowledge quiz,
communication behaviors,
and conservation behaviors
measures)

Post-intervention
measures

Post-knowledge quiz
Giggle gauge
SMTSL
2-MEV
Communication behaviors
Conservation behaviors
SASSY
Feedback for app

Post-knowledge quiz
Giggle gauge
SMTSL
2-MEV
Communication behaviors
Conservation behaviors
SASSY
Feedback for app
Performance at school

Table 3: Procedures for each stage of our user study.

our AR-supported interactive narrative for learning (RQ1). A com-
parative analysis of participants in the control and treatment groups
(LLM-powered version) of the correspondence activity reveals that
the LLM significantly boosted engagement with reflective questions
and enhanced the enjoyment of the activity (RQ2). Overall, Moon
Story was effective in enhancing learning gains, motivation towards
science learning, and learning engagement (RQ3). Furthermore, par-
ticipants of both Chinese heritage and non-Chinese heritage found
the culturally-based narrative to be valuable (RQ4). In this section,
we present the results relevant to each research question.

In total, 50 participants did Session 1. 49 participants did Session
2, but one participant’s (P59) post-Session 2 survey was missing in
our dataset, so our sample sizes vary from 48 to 50 depending on
the data available.

6.1 Engagement with AR-interactive narrative
learning: results pertinent to RQ1

Results pertinent to RQ1 are primarily qualitative, centering on
observations from the sessions and participants’ feedback regarding
the Solar System activity and the overall app experience.

6.1.1 Participants were enthusiastic about independent, interactive
outdoor exploration. In the Solar System Activity, 24 out of 50 par-
ticipants highlighted it as a favorite feature, enjoying its outdoor,
active nature. Those participants described experiences with feel-
ings of independence, exploration, and imagination. They favored
the exploratory aspect and active learning over traditional indoor
classroom settings. Participants, like P37 and P4, appreciated the

movement and autonomy the app offered, with P8 comparing it to a
blend of Physical Education and Science classes. The incorporation
of real-world landmarks in learning activities, such as locating an
“imaginary Jupiter” near a church, was also well-received “Chasing
the imaginary Jupiter that was near a church trash can was fun.” (P6)

Observing AR planets firsthand and comparing their sizes en-
hanced their learning experience, evoking a sense of surprise. Many
participants exclaimed at the size of Jupiter during the Solar system
activity: a number of participants (9 out of 50) mentioned the size
of Jupiter and the other planets as their favorite fact. P31 stated
“Jupiter is suuuuper big”. Nevertheless, though the activity helped
them to understand how vast the solar system is, the long walk to
Jupiter also made some participants feel tired.

6.1.2 Participants experienced challenges with using AR across a
wide range of sizes and distances. Participants faced challenges
when engaging with AR experiences that incorporated varying
scales and sizes, especially in two activities: the Solar System activ-
ity and the Climate Change Filter.

The Solar System activity required participants to physically
move close to small AR objects, while the Climate Change Filter
was more effective when observed from a moderate distance, where
grass and foliage were 5-10 feet away. However, many participants
approached these two diverse scenarios similarly, often placing the
phone very close to the objects. This behavior persisted despite
explicit instructions.

In addition, the mix of small and large-scale AR objects requires
precise physical interaction, which is challenging for many young
learners. In the Solar System activity, for example, participants
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struggled with distance tracking and accurately targeting small AR
objects (e.g. a 2mm-wideMercurymodel). Despite a cursor designed
to aid in distance measurement, many younger participants found
it difficult to use accurately on their intended target. In some cases,
participants chose to bypass the cursor’s use, preferring to walk
directly to the target. Other participants overrelied on the cursor
and tried to measure distances to faraway objects without moving,
which led to inaccurate measurements because of the limitations
of the iPhone’s LiDAR sensor.

Another observed challengewasmaintaining small objects within
the phone’s viewport. Younger participants frequently lost track of
these objects once they left the screen, and keeping them within
view could be physically difficult.

6.1.3 Some participants were confused by the difference between sci-
entific facts and fantastical elements. We observed confusion among
some participants in distinguishing between scientific facts and
fantastical elements within the learning experience. The blending
of fictional narrative and scientific facts in Moon Story, especially
in activities combining virtual AR elements with physical objects,
sometimes led participants to struggle in distinguishing between
the two. Participants occasionally misinterpreted fictional elements
as real. For instance, when asked about environmentally friendly
actions, some referenced fictional tasks like shooting down orbs
from the narrative, instead of real-life activities.

Moreover, we found that the physical environment, particularly
proximity to windows, influenced participants’ differentiation be-
tween real and fictional elements in the app. In the “Magic Tele-
scope” activity, for instance, we noticed that those near windows
tended to search for the real Moon instead of the AR representation,
highlighting how spatial context affects engagement with AR tasks,
especially in identifying and engaging with virtual objects.

6.2 Integrating an LLM in narrative interaction:
results pertinent to RQ2

We conducted quantitative and qualitative analyses to answer RQ2.
Our analyses concentrated on participants’ input in the correspon-
dence activity, feedback regarding the correspondence activity,
the behavior of the LLM, and children’s mental models of LLM-
generated content.

6.2.1 The LLM effectively encouraged relevant responses. Two re-
searchers coded the relevance of each response to Chang’e in the
correspondence activity on a scale from 0 to 2 (as described in
Section 5.4.3). The inter-rater reliability of the coders using Co-
hen’s weighted kappa [11] was 0.843, indicating almost perfect
agreement [39].

We fitted a linear mixed-effects model to predict the relevance
scores of each response to Chang’e, using this formula:

score ∼ condition + (1 | participant)

We found a significant effect (𝑝 = 0.044) of the condition on
the relevance score, with treatment (M = 1.59, SD = 0.88) being
higher than control (M = 1.28, SD = 0.71) on average. This finding
demonstrates that the LLM helped participants write more rel-
evant responses to the reflection questions in the correspondence
activity.

To better understand when the LLM performed well and when
it did not, we conducted an exploratory analysis of responses from
participants in the treatment condition. We were especially inter-
ested to see whether the participants who initially responded with
a less relevant answer were reprompted by the LLM to give a new
answer and whether they were able to construct a relevant answer
after being reprompted.

Using an inductive coding process, two researchers read over
the responses written by participants in the treatment group and
identified the following categories:

Missing. Participants sometimes sent empty messages due to user
error, confusion about the task, or desire to test the system.

Incomplete. Participants commonly gave incomplete answers
(e.g., providing one idea when asked for two) or overly gen-
eral answers (e.g., not mentioning a specific activity to help
the environment).

I don’t know. Participants were not always able to come up with
an answer or declined to answer.

Misunderstanding. Participants sometimes did not understand
the question and either responded inappropriately or stated
that they did not understand.

Next, the researchers coded each response independently and
then came to a consensus. The inter-rater reliability using Cohen’s
(unweighted) kappa was 0.950, indicating almost perfect agreement.

We identified 70 initial responses in the treatment group that
were not relevant. The LLM reprompted in 51 (72.9%) of these
cases and was able to get 25 of those 51 (49.0%) to become relevant.
Overall, the LLM was effective at detecting irrelevant answers
and somewhat effective at getting learners to write relevant
answers.

We found that the LLM was able to identify and reprompt in the
cases of “Missing” (10/10, 100%), “I don’t know” (16/19, 84.2%), and
“Misunderstanding” (14/19, 73.7%) reliably. After being reprompted,
participants were able to give a relevant answer in most “Missing”
cases (8/10, 80%), and the LLM was somewhat effective at helping
the participant understand in the cases of “Misunderstanding” (5/14,
35.7%). An example of this is seen in the LLM’s correspondence
with P62. When asked to share a climate-conscious action they
took, P62 responded with, “Saving the environment is important
for all of us. The environment is the reason we are here to live.” The
LLM’s response clarified the question: “I’m still curious about the
specific activity you’ve been doing to help protect our environment.
Could you please share more about it?” Afterwards, the participant
responded with an activity they did (riding a bike and relaxing in
nature).

In cases where participants responded “I don’t know,” the LLM
was not always successful in prompting them to provide a relevant
answer (4/16, 25%). This may be attributed to the LLM’s inability to
discern user intent. Participants responding “I don’t know” could be
unsure of the answer, or they could be uninterested in answering.
We noticed two patterns in the LLM’s reprompting approach to “I
don’t know” responses: providing hints and repeating the child’s
statement before slightly rephrasing the question. For uninterested
participants, repeating their statement could nudge them towards
providing a relevant answer (e.g., P25, P63) unless they were deter-
mined to avoid the question (e.g., P62, who displayed impatience).
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For those who were genuinely unsure, the LLM sometimes encour-
aged a relevant answer by providing a hint. For example, P48, when
asked to imagine the effects of climate change in places she had
never visited, initially responded with “Since I’ve never been to
those places, I don’t know.” However, the LLM’s reprompt, “Think
about very cold places, like the Arctic. How might climate change
affect them?”, guided P48 to generate a relevant answer: “The ice
there would likely melt.”

However, when the LLM misapplied these strategies, it failed to
push for a relevant response. For example, P60 who was uninter-
ested in answering responded, “I don’t know how” and “not really”
despite the LLM providing detailed hints that were close to the
correct answer after 2 rounds for multiple questions. The LLM was
not able to discern that the participant did not want to answer.

Lastly, for participants who gave “Incomplete” responses, the
LLM was somewhat effective at detecting these and reprompting
(9/20, 45.0%), which appeared to be effective (6/9, 66.7%). Occasion-
ally, the LLM would reprompt with a yes/no question instead of an
open-ended question. In these repromptings, the LLM would ex-
plain the answer to the original question that the learner is supposed
to answer, and then ask whether or not the learner understood the
explanation. This allowed a small number of participants to bypass
several questions.

6.2.2 The LLM enhanced participants’ writing experience. The re-
sponses for the Likert items relating to participants’ perceptions of
the correspondence with Chang’e activity are given in Figure 8. Be-
cause hypothesis testing of individual Likert items is unreliable [6],
we do not present p-values for these results.

Instead, we highlight two noteworthy observations. First, 92.0%
of participants who interacted with the LLM felt that it responded
to what they wrote, compared to 52.1% in the control. Second,
participants who interacted with the LLM reported a higher level
of willingness to write more. 32.0% of participants in the treatment
condition agreed with the statement, “I wanted to write more letters
with Chang’e,” compared to 8.6% in the control.

6.2.3 Nudges from the LLM effectively prevented word count reduc-
tion over time. A few participants did not want to engage with the
prompts and tried to write minimal or irrelevant answers. P15 (con-
trol), for instance, wrote “I don’t know” or an equivalent to every
question. Another participant (P50, treatment) tested the system by
responding with messages like “Hi” and “I don’t know” but finally
wrote an earnest and relevant answer after five reprompts from
the LLM. This suggests that LLMs may be effective at encouraging
young learners who are disengaged.

In the control group especially, participants appeared to reduce
the effort put into responses as the activity progressed. A few par-
ticipants who initially wrote relevant responses would eventually
write “I don’t know” to progress. To check this hypothesis, we
ran an exploratory analysis of the word counts across all of the
participants’ responses to Chang’e and found that a linear mixed-
effects model with the following formula predicted the word count
of responses:
word_count ∼ condition * question_index + (1 | participant)

Within the control group, word counts appeared to decrease
as the questions went on, while they appeared fairly level in the

treatment group. The result shows that the LLM version likely
performed better in addressing disengagement. It can potentially
be attributed to the extra nudges provided by the LLM when it
detected that children were not giving relevant answers.

6.2.4 The LLM took on the role of the Moon Goddess with prowess
and creativity, influencing participant behavior. We noticed a few
patterns in LLM-generated letters in the correspondence activity.
First, the LLM tends to repeat and echo participants’ inputs, as
seen in phrases like, “Saving water is indeed a great way to help
the Earth” or “Watering plants and trees is indeed a great way to
contribute to the environment.” Second, we found that the LLMmade
deliberate stylistic choices while casting Chang’e. The LLM used
creative and relevant valedictions like “With lunar love” and “With
stardust wishes” to conclude letters. Some participants adopted these
valedictions: in response to “With love and moonlight,” P57 closed
her letters with “With lots of love and daylight.” Despite following
prompted scripts often, the LLM also sometimes varied output based
on contextual interpretations for system prompts. For example, we
instructed the LLM to “pretend you have also been helping the
environment by eating less meat [and tell the learner] about your
experience.” At times, it adhered closely to the script (e.g., “Just like
you, I’ve also been trying to do my part to help the environment” ). In
other instances, it adapted its output to its role (e.g., “As a moon
goddess, I don’t need to eat, but I’ve been encouraging others to eat
less meat as a way to help the environment.”)

6.2.5 Customizing content with an LLM boosted positive feedback in
the correspondence activity. Students responded more positively to
the letter-writing activity when Chang’e responded using an LLM
compared to when she had hard-coded responses. For example, in
the treatment condition, one participant said, “the letter writing
activity was fun because I got to communicate with chang’e” (P26).
Another participant expressed, “That was my favorite part because
it made it feel real and it was just fun” (P22). Despite these positive
comments, one participant thought it was boring (P26), and another
participant said that it was fun but they got tired of typing (P20).

Participants in the Control condition had more negative reac-
tions. P42 said, “It was pretty good except it will be better if the
responses will be different according to what I wrote. It did respond a
little bit.” Participants in this condition thought the interaction was
“boring ” (P27, P25), long (P30), and that the typing was exhausting
or difficult (P29, P31, P28).

6.2.6 The LLM struggled to reduce its verbosity to cater to the needs
of our participants. The LLM often provided verbose responses
despite clear instructions to tailor the language for children. Even
when asked to rephrase by participants who were struggling, the
LLM would maintain or even increase the complexity and length of
its sentences. For example, when a participant stated they did not
understand the question on how they would explain climate change
to their families, Chang’e responded with an extended metaphor:
“Imagine you’re telling a story about how the Earth is getting warmer
because of things people do, like using too much electricity or driving
cars that make smoke. And to help stop the Earth from getting too
warm, we can do things like turning off lights when we’re not using
them or taking shorter showers. How would you tell this story to your
friends and family?” Another participant stated bluntly in a letter
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Figure 8: Comparison of responses to the perception questions for the correspondence activity (top: control, 𝑛 = 23; bottom:
treatment, 𝑛 = 25).

“You always write complex things. Stop it,” (P62) to which Chang’e
responded by restating the question without any major alterations.

6.2.7 The LLM exhibited people-pleasing behaviors. While the LLM
in the treatment condition generally encouraged better participant
responses, it was not particularly stringent in ensuring meaningful
engagement with the reflection questions. Despite being able to
identify inappropriate or incomplete answers and reprompt, the
system tended to accept refusals too readily. In one instance Chang’e
asked a participant, “I’m really curious to know about the activity
you’ve been doing to help our beautiful Earth. Could you please share
it with me?” to which they responded “no, I can’t” (P48). This was

met with a response of “That’s perfectly alright. Sometimes, it can
be difficult to put our actions into words,” before proceeding to the
next question.

In addition, by accepting and building on even incoherent re-
sponses, the LLM helped maintain engagement across all skill lev-
els, focusing on facilitating reflection rather than evaluating or
critiquing responses. For example, when a participant described
“the hot orb is getting the E[a]rth too hot so I am trying to get rid of
it.” (P57), a reference to the orb shooting activity in our system,
Chang’e initially interpreted it as a metaphor for a real-life activ-
ity, eventually coming to a final interpretation of “You’re concerned
about the Earth getting too hot, which is a reference to global warming
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and climate change.” This approach could be deemed beneficial in
our context, particularly for younger learners who might struggle
to articulate complex concepts.

6.2.8 Participants’ mental models were based on reply speed, emo-
tional displays, perceived personalization, and temporality. Mental
models are cognitive representations that capture the structural
relationships between objects and events [50]. In the post-study
survey, we included a question “Do you think the responses are
written by a human or a computer? Why do you think so?” to gain
insights into children’s mental model of LLM-generated content.
We identified several prominent themes in the children’s responses.

First, children tend to associate speed with computers or AI.
Many children in both the treatment and control groups reported
that the responses to their letters were sent very quickly, and there-
fore could not have been written by a human. In addition, many
children attribute consistency to computers or AI, especially in
the control condition where children only received hard-coded
responses. Children stated “it is probably coded to write the exact
same letter for every response” (P44 control). One child mentioned
AI’s ability to instantly respond to multiple users, leading the child
to believe the letters were written by AI (P8, treatment). We can
infer that children formed a functional understanding of the AI or
computers’ ability to generate letters instantly for many users.

Second, feelings and emotions are consistently associated with
humans in both the control and treatment groups. For instance,
children’s responses included statements such as “I feel the responses
were written by humans but programmed to write that for the app
since it had a lot of feeling into it and I didn’t think AI wrote it” (P38,
control) and “Human because it had emotion and [I] felt like it knew
what I said” (P20, treatment).

Third, we have encountered contrary interpretations of Chang’e’s
responsiveness to user input. On one hand, children in the control
group believed that the letters were written by computers because
they did not respond to their input accurately; A participant wrote,
“It always avoided what I said and that proves that it didn’t know what
I had [written]” (P35, control). This is consistent with some chil-
dren’s perception in the treatment group, who believed responsive
letters were human-written. Contrary to this perspective, many
children linked responsiveness to computer-generated content. P12
(treatment), wrote: “I think it’s written by a computer because this
was answering to my answers very specifically and a human couldn’t
have thought of every single answer for every variation.”

Lastly, some children considered the implementation and feasi-
bility of human involvement. One child conceptualized a flowchart
for the response generation: “I think that humans created this code
that if yes then say this and if no then say this” (P13, control). Several
children thought that it would be impractical for a person to re-
spond to their letters at all times. These children possibly made an
analogy with online chat systems when discussing how the system
works.

6.3 Effect of the immersive learning system:
results pertinent to RQ3

Here, we describe the results of our four primary pre- and post-
study measures: (1) learning gains, (2) motivation toward science

learning (SMTSL), (3) attitudes toward the environment (2-MEV),
and (4) engagement (Giggle Gauge).1

In our analyses, we calculate Cohen’s 𝑑 [11] to measure effect
size, using the traditional benchmarks for interpreting magnitude
(𝑑 = 0.2 is small, 𝑑 = 0.5 is medium, 𝑑 = 0.8 is large) [39].

6.3.1 Participants demonstrated learning gains. Because different
content was taught in each of the three stages of our study, we
used different test questions to measure learning gains for each one.
Table 4 illustrates the content covered in the pre-tests and post-tests
for each session and how we compared the pre- and post-study
quizzes to assess learning gains effectively.

Our two researchers who graded the knowledge quizzes achieved
high inter-rater reliability, with a Cohen’s weighted kappa value of
0.836, indicating almost perfect agreement.

To measure immediate post-session learning gains, we summed
the grades for all the pre-tests and post-tests for each participant
(range: [0, 75]). Because the data were not normal, the Wilcoxon
signed-rank test was used to compare the learning gains. We ob-
served a significant increase from pre (𝑀 = 40.6, 𝑆𝐷 = 15.0) to
post (𝑀 = 45.3, 𝑆𝐷 = 13.5), 𝑍 = 168.0, 𝑝 < 0.001, indicating that
participants experienced learning gains from using Moon
Story. We calculated the effect size using Cohen’s d (𝑑 = 0.30),
indicating a small to medium effect size.

To measure knowledge retention, we compared the summed
grades for the session 1 pre-test and the follow-up test for each
participant (range: [0, 75], 𝑛 = 48). A Wilcoxon signed-rank test
showed a significant increase from session 1 pre-test (𝑀 = 39.4,
𝑆𝐷 = 15.2) to follow-up (𝑀 = 47.5, 𝑆𝐷 = 12.2), 𝑍 = 343.0, 𝑝 < 0.02,
indicating that participants retained learning gains from using
Moon Story a week later. We calculated the effect size using
Cohen’s d (𝑑 = 0.57), indicating a medium effect size.

Given that the improvements in the follow-up test are higher
than the immediate post-session learning gains, we identified sev-
eral factors that might lead to this result in the Discussion section.

6.3.2 Participants’ motivation toward science learning increased.
We summed each participant’s answers to the motivation toward
science learning Likert scale questions (range: [0, 30]) and used a
paired t-test to compare the participants’ scores from their Session
1 pre-study survey and their Session 2 post-study survey.

We found a significant increase from pre (𝑀 = 21.7, 𝑆𝐷 = 2.96)
to post (𝑀 = 22.9, 𝑆𝐷 = 3.8), 𝑡 (47) = −2.43, 𝑝 = 0.019, indicating
that our system increased participants’ motivation to learn
science. The effect size, as measured by Cohen’s 𝑑 , was 𝑑 = 0.35,
indicating a small to medium effect size.

6.3.3 Participants reported an increase in conservation behaviors,
though their environmental attitudes remained largely unchanged. To
see whether Moon Story may have had an impact on environmen-
tal behaviors, we compared participants’ reported communication
and conservation behaviors about climate change in the Session 1
pre-study survey and in the follow-up survey. We encoded their
responses as numeric values (“Yes” = 1 and “No” = 0), discarded “I
1Although a total of 49 participants completed the pre-study and post-study surveys
in both sessions, there were several data points missing in our dataset: one Session
1 pre-study survey (P22), one Session 1 post-study survey (P34), and one Session 2
post-study survey (P56). As a result, each of our analyses excludes participants for
whom we do not have sufficient data.
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Stage Pre-Test Content Post-Test Content
Session 1 All quiz questions Questions related to session 1 activities

Take Home Assignment Session 1 pre-test
(moon phase only)

Session 2 pre-test
(moon phase only)

Session 2 Questions related to session 2 activities Questions related to session 2 activities
Table 4: Measuring and comparing learning gains. Because the content taught in Moon Story is spread out over two sessions, we
tested for different knowledge at each point in the study.

don’t know” responses, and fit a linear mixed-effects model for com-
munication behaviors (two questions) and conservation behaviors
(five questions), where time is a binary factor indicating whether
the observation was from the pre-study survey or the follow-up
survey:

score ∼ time + (1 | participant)

Although there was no significant effect of time on score for
communication behaviors, we did observe a significant shift from
pre- (𝑀 = 0.77) to follow-up (𝑀 = 0.85) for conservation behaviors,
𝑝 = 0.035. While we cannot claim causality due to the lack of
a control, this correlation suggests that participants possibly
engaged inmore environmental conservation behaviors after
using our system.

To analyze attitudinal changes toward the environment, We
summed each participant’s answers to the attitude toward nature
Likert scale questions (range: [0, 50]) and used a paired t-test to
compare the participants’ scores from their Session 1 pre-study
survey and their Session 2 post-study survey.

While we observed an increase from pre (𝑀 = 36.3, 𝑆𝐷 = 5.24)
to post (𝑀 = 38.1, 𝑆𝐷 = 5.16), it was not significant, 𝑡 (47) = −1.81,
𝑝 = 0.077. The effect size, as measured by Cohen’s 𝑑 , was 𝑑 = 0.26,
indicating a small effect size.

In addition, analysis of SASSY data did not indicate a significant
change in children’s attitudes towards climate change before and
after the sessions.

6.3.4 Participants reported high levels of engagement. We computed
the means for each Giggle Gauge engagement score (𝑁 = 47) from
both Session 1 and Session 2 (see Table 5), and we found high
levels of self-reported engagement. Using the quartile interpre-
tations given by Dietz, et al. [14], scores above 3.6 are classified as
high engagement, and those between 3.0 and 3.6 are considered
moderate. We report high engagement levels for interest, perceived
user control, and endurability, we found moderate engagement
levels for the remaining items.

6.4 Enhancements across cultural boundaries:
results pertinent to RQ4

We found that the Chinese-inspired elements of the narrative helped
to enhance and frame the overall learning experience for partici-
pants of either Chinese or non-Chinese heritage.

Many participants of Chinese descent reported a sense of con-
nection or belonging with the narrative, regardless of whether or
not they had prior exposure to the myth of Chang’e. P36 stated

that “it felt nice having my culture explained in an app”, and P33
expressed, “I feel it made the app experience 10x better”.

Despite having no cultural connection, participants of non-Chinese
descent communicated liking learning more about Chinese culture
and mythology (P12, P32). Both groups of participants expressed
how the added Chinese-inspired elements helped to enhance and
frame the overall learning experience. P8 noted that “it was a nice
touch to what would probably have been quite bland without it”, and
P38 expressed how “it was kind of cool to add the moon cakes and
the Chinese Chang E [sic] and Hou Yi so not only [do] you learn about
the solar system, you also learn a little bit about Chinese history.”

7 DISCUSSION
The process of designing, developing, and testingMoon Story uncov-
ered several opportunities and challenges when combining AR with
narrative (RQ1), LLMs with narrative (RQ2), building immersive
learning systems (RQ3), and the implications for adapting cultural
myths for learners (RQ4). We synthesize our findings for building
AR- and LLM-driven narrative-based learning environments below.

7.1 Using immersive technology for teaching
science through narrative and exploration

Our quantitative findings indicate that the integration of narrative
and AR enhances learning gains and knowledge retention, as well
as motivation toward science learning. This is consistent with a
substantial body of research on the efficacy of narrative and AR in
boosting educational outcomes [7, 8, 12, 20, 53, 59, 64]. Notably, the
effective learning observed can be attributed to the incorporation of
learning objectives into the activity design [7]. However, the effect
size was small to medium, likely because a significant proportion
of participants had moderate to high pre-existing knowledge of the
subject matter.

We also observed that participants performed better overall on
the follow-up knowledge quiz compared to the post-session knowl-
edge quizzes. This could be due to selection bias (as not all partici-
pants submitted the follow-up) or participants seeking outside help.
Additionally, the post-session scores might have been impacted by
fatigue, particularly evident after Session 1, which included a 20-
minute outdoor walk. This fatigue could have temporarily hindered
their immediate post-session performance.

Our qualitative findings highlight the efficacy of immersive tech-
nology in educational contexts. AR components, particularly in
outdoor environments, notably differentiated our system by render-
ing abstract scientific concepts more accessible and tangible. The
active, exploratory nature of the AR learning tasks offers a sense of
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Component Prompt Score 1 Score 2
Aesthetic and sensory appeal “I like how the app looked and felt.” 3.54 3.58
Challenge “This app was hard in a good way.” 3.42 3.31
Endurability (affect) “I would like to do this again sometime.” 3.60 3.60
Feedback “The app let me know when I did something.” 3.54 3.56
Interest “I enjoyed using this app” 3.64 3.69
Perceived user control “I had control over what I was doing.” 3.62 3.63
Novelty “I found lots of things to do in the app.” 3.34 3.35

Table 5: Mean Giggle Gauge engagement scores for Session 1 (Score 1, 𝑛 = 50) and Session 2 (Score 2, 𝑛 = 48).

autonomy and a refreshing deviation from traditional classroom
learning. The integration of real-world landmarks to contextualize
scientific concepts, like associating an “imaginary Jupiter” with fa-
miliar locations, was positively received. The direct observation and
size comparison of AR planets deepened children’s understanding
and engagement with intangible scientific facts by vividly illus-
trating the vastness and scale of the solar system. Nonetheless,
feedback from our Solar System activity indicated that the lengthy
walk to Jupiter was sometimes viewed negatively, emphasizing the
importance of balancing physical activity with educational objec-
tives.

In addition, our study promotes student-driven learning, empha-
sizing active exploration and autonomy for increased motivation.
This shift empowers students to take ownership of their learning,
leading to increased motivation and a sense of accomplishment.
Furthermore, the integration of real-world landmarks and famil-
iar locations contextualizes scientific concepts, making them more
relevant and meaningful to students.

Implications for future work. Our study sets the foundation for
future work expanding the breadth and depth of our findings by
conducting similar studies in more contexts and over longer periods.
An open research question is how to operationalize the integration
of LLMs (or other generative AI technologies), AR, and narrative
to produce educational experiences based on a wide range of learn-
ing objectives set in various contexts. Doing so will also allow
researchers to scale our findings and apply them in a cost-effective
manner, allowing for wider access and impact across diverse learn-
ing environments. More research is also needed to understand the
long-term impact of this kind of educational experience.

7.2 Designing for varying sizes and distances in
AR

Moon Story incorporated a variety of AR experiences that required
working with AR objects of different sizes and interacting with the
user’s environment at different distances. Some activities needed
the user to bring the phone up close (e.g., examining a tiny, to-scale
AR model of an inner planet), while other activities worked better
from a slight distance (e.g., applying a filter to grass and foliage).
As described in Section 6.1.2, many participants demonstrated con-
fusion when asked to switch between these different modes of AR
interaction, even when the system gave explicit instructions about
where to stand.

We suspect that participants may not have had much experience
with using mobile AR. Mobile AR introduces a different modality

of interacting with both the mobile device and the physical world,
with the device serving as a “window-on-the-world” that overlays
virtual content over a camera screen of the real world [42]. While
our participants might having been familiar with using a phone
camera, they seemed less accustomed to the interaction patterns
that are associated with AR, such as tracking virtual objects in and
out the phone’s “window” or knowing when to move close and
move far. Moreover, prior research on the challenges of leveraging
AR for learning has established that AR can add cognitive load
to educational activities (especially if the task is complex) [2, 16].
Our participants may have experienced increased cognitive load,
contributing to their confusion.

Implications for future work. More work is needed to understand
how children acquire the skill of using AR, and how they negotiate
the interactions between the physical and digital worlds in their
learning process. For example, we do not know if the issue of user
confusionwould naturally get better as children gainmore exposure
to AR technologies, or if more scaffolding would be beneficial for
AR interactions.

To this end, future work should develop design guidelines for
“choreographing” [7] narrative-based AR experiences (or similar
experiences that involve a fairly linear progression) in a way that
uses the mobile digital interface to guide the user through the
physical world. For example, in the Climate Change activity, we
could have asked the learner to first take a picture of the grassy lawn
before applying the filter. Doing so would leverage the learner’s
existing knowledge of how to operate a phone camera and nudge
them to keep their distance (to take a good picture), minimizing the
chances of the learner pointing the camera too close to the grass.

7.3 Blending the real and the fantastical
Moon Story combined fiction and reality in two different ways: it
taught scientific facts through a fictional narrative, and it incorpo-
rated mixed-reality educational activities that used both virtual AR
objects and physical objects. We found that the fantastical elements
appeared to better engage the user in the real world, and the real-
world activities imbued the myth and the narrative with a sense of
realism.

However, navigating this space where reality and fiction inter-
sect was complicated. Participants sometimes thought the app was
referring to something fictional rather than something real, or vice
versa. The issue of confusing the real and the fictional may be
exacerbated by contextual factors, such as physical location.
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This may pose issues for the transfer of knowledge gained dur-
ing the mixed-reality experience, as learners might have trouble
compartmentalizing real facts from fictional elements. Prior work
in game-based learning has found mixed results for the transfer of
knowledge and skills learned while playing educational games to
other, more general contexts [67]. However, we also see potential
for mixed reality and narrative to engage learners in more hands-on
learning in real-world contexts, which could improve transfer based
on principles from situated learning [40].

During our initial pilot testing of the narrative, where we used
Google Slides, we did not encounter any confusion about what
was real and what was not. This is likely because the narrative
was fully compartmentalized, similar to a book or film. Because we
developed and iterated on the narrative and the AR activities in
parallel, we did not uncover many of these issues until the narrative
and activities were combined in the final version of the app.

Implications for future work. An exciting area for future work is
to develop new methodologies for rapid-prototyping experiences
that blend the real and the fantastical in AR. This would require a
framework for integrating physical and virtual elements with sci-
entific and fantastical ones. Moreover, this accentuates the need to
further understand how children conceptualize mixed reality, and
what they perceive as real or fantasy. There are also exciting oppor-
tunities to further explore the potential transfer effects of combining
fictional narratives with real-world learning experiences.

7.4 Enhancing learner engagement and
maintaining progress with the LLM

Overall, based on our findings, we suggest several benefits of us-
ing an LLM to facilitate reflection with children. Participants who
interacted with the LLM put more effort into answering the re-
flection questions, as evidenced by the increased relevance of their
responses compared to the control group and their total word count
of their responses. We attribute this finding to the LLM’s capability
to evaluate the participants’ responses and ask them to try again
or expand upon their answers, especially when the answers were
missing or when the participant didn’t know how to answer. We
also believe that the increased perception that Chang’e was under-
standing them (in the treatment condition) contributed to those
participants putting in more effort. Participants in the treatment
condition reported higher levels of engagement—they were more
willing to write more letters to Chang’e and more likely to find the
activity fun.

Our results contribute to the literature by broadening the scope
of LLM applications in education and verifying its effectiveness,
extending it to reflective thinking, and environmental and science
education. With appropriate prompt engineering, the immediate
feedback provided through an LLM can keep learners engaged and
on track with the learning tasks. In addition, our study expands
the understanding of how LLMs can be integrated into immersive
education systems with AR and narratives. This work adds a new
dimension to the potential applications of conversational AI in
educational contexts.

Implications for future work. The effectiveness we observed in
animating Chang’e using an LLM opens up a new area of research

entailing animated educational characters backed by LLMs more
broadly. Culturally-relevant characters could be brought to life
across many cultures, potentially increasing the sense of belonging
of learners across the world. This raises new questions about how
to train LLMs to behave in culturally appropriate ways. Moreover,
many animated characters could populate augmented learning en-
vironments and their stories could develop over time while drawing
in learners to experience those interactions first-hand. This could
mimic the way novels and television series unfold, but also integrate
the learner into the story. This could be achieved using a method
similar to the one Park et al. [52] employed to create generative
agents to simulate human behavior in a game-like environment.
Future research could look into creating these sorts of digital worlds
and how to automatically personalize these interactions to learners
at various skill levels.

7.5 Fostering dialogic learning environments
with LLMs

Our results align with previous research indicating that LLMs of-
ten exhibit people-pleasing tendencies [54]. While LLMs can guide
children with hints and relevant responses, they do not match the
depth of engagement and reinforcement provided by human teach-
ers’ pedagogical choices, such as using teacher talk strategies. These
strategies are crucial for skill development and content understand-
ing and include techniques like language repetition, recasting, cued
elicitation, adaptive questioning [62], as well as follow-up moves
[13]. Effective teaching involves using these strategies to foster a
dialogic learning environment in which students interact coopera-
tively with the teacher as they construct new understandings that
transform their conceptual understanding [62].

Implications for future work. While the findings reported in this
work are extremely promising, more guardrails are also needed to
prevent LLMs from exhibiting too much people-pleasing behav-
ior when discomfort natural to the learning process is necessary.
Similarly, we also need to prevent LLMs from unempathetically
insisting that a student who is frustrated continues doing a task
without providing the necessary intellectual or emotional support.
It will be crucial to systematically evaluate LLM-based systems
when deploying them in learning environments to ensure that they
behave in helpful ways towards learners. In our study, we did not
specifically tune GPT-4 for pedagogical strategies, revealing its in-
herent limitations in these aspects, which might potentially explain
why the LLM failed to capture teaching opportunities through the
conversation with some participants. Future research should ex-
plore the integration of these pedagogical strategies within LLMs to
enhance educational engagement and improve learning outcomes.

7.6 Creating culturally-relevant learning
experiences using AR and LLMs

Our system, Moon Story, demonstrated the potential of blending
a narrative driven by cultural mythology with AR and LLM tech-
nologies to create an engaging educational experience for children.
Children from varied ethnic and cultural backgrounds expressed
positive attitudes about the narrative and experienced high levels
of engagement.
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The concept of portraying the learner as the hero in an adventur-
ous and culturally rich interactive narrative proved to be a highly
effective design strategy. Additionally, myths serve as a rich source
for crafting interactive narratives that benefit students with or
without relevant cultural backgrounds.

Implications for future work. Future research can explore how
LLMs can be leveraged to adapt the narrative and learning content
dynamically based on the individual’s cultural interests. Addition-
ally, further efforts could be made to disseminate culturally-driven
narratives across diverse subjects, fostering a more inclusive learn-
ing environment that bridges different cultures for individuals to
benefit from the rich tapestry of human stories. This approach also
presents opportunities to employ culturally-driven narratives, aug-
mented reality (AR), and LLMs to facilitate collaborative learning
experiences across varied cultures and communities.

8 LIMITATIONS
Our system design and study have several key limitations that
should be addressed by future research. First, while we designed
Moon Story to be a self-driven learning experience, our study re-
quired research supervision to assist participants when they en-
countered confusion. Furthermore, the safety of LLMs is still an
active area of research—when used without supervision, additional
safety measures may be necessary. Our use of GPT-4 was designed
to maintain appropriate responses within the context of the learn-
ing task, but it may not adequately address potential adversarial
inputs or users.

Second, we spent substantial effort in prompt engineering for
GPT-4. Despite the abundance of literature on effectively engineer-
ing prompts for LLMs, achieving the ideal conversational context
was still challenging, as minor prompt adjustments aimed at im-
proving one aspect often had unintended, drastic negative effects on
others. Future work should explore a number of different strategies
to attenuate these issues.

Third, we used the Giggle Gauge to measure children’s engage-
ment with our system, but it has only been validated for younger
children (ages 4–7) [14]. The increased metacognitive abilities of
children in our study’s age range (grades 2 through 5, roughly ages
7–10) may affect the validity of the scale.

Lastly, our AR activities, particularly the solar system activity, are
limited to a specific location on our campus. While the technology
we used (Lightship VPS) theoretically allows our system to work
anywhere there is a Wayspot supported by the platform, there
still lies the challenge of identifying suitable landmarks for placing
anchors that represent each planet’s location, which requires non-
trivial human involvement. Future research could investigate the
adaptation of the system to diverse locations, offering flexibility to
accommodate various types of landmarks, thus potentially enabling
its use in a broader range of settings.

9 CONCLUSION
In summary, we developed a narrative-based learning system inte-
grating AR and LLM features, providing customized experiences
for culturally diverse children. We assessed different versions of the
app with students who just completed 2nd to 5th grades, examin-
ing intervention influences on learning outcomes, motivation, and

engagement. Both conditions demonstrated statistically significant
learning gains, with the LLM variant effectively addressing disen-
gagement. Qualitative analysis revealed that the culturally relevant
narrative fostered a strong sense of belonging among Chinese par-
ticipants, and non-Chinese participants also engaged positively. We
also explored children’s mental models of LLM-generated content.
Overall, we tackled considerable design challenges, merging ancient
myths with new technology, delivering scientific content in a fan-
tastical manner, and blending digital and physical interactions. This
paper provides design implications for designing effective learning
systems with culturally rich narratives, AR, and LLM features that
are closely aligned with learning objectives.
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A APPENDIX
A.1 GPT system prompt for the treatment condition

You are the moon goddess “Chang’E”. You are about to engage in written communication with an elementary school student
named {student name}. Do not send multiple letters at the same time. {student name} has been performing an activity to help the
environment. Through your conversation with them, have them state what that activity is, the importance and impact of that
activity, and why they believe the environment is worth caring for. Only ask one question at a time in a natural, conversational
manner. Next, ask {student name} the following four questions. First to think of two ways the world would be different if people
worked together to reduce climate change. Then have them pick the most important one and explain their reasoning. Next,
have {student name} describe how they would explain the concept of climate change to their friends and family, as well as
ways to reduce it. Finally, have {student name} imagine what effects climate change might be having in places of the world
they have never traveled to. Introduce each question in a natural, conversational way. Once {student name} has answered
those questions, pretend you have also been helping the environment by eating less meat. Tell {student name} about your
experience and ask them why they think eating less meat might help the environment. Once {student name} has answered that
final question, congratulate them on completing their adventure and bid them farewell; include the exact exit phrase “I wish
you well in your future environmental adventures!”. Respond to {student name}’s letters in an encouraging way, and connect
their responses to the impact it might have on the environment. Make sure {student name}’s responses are meaningful - if they
are not, repeat your question with a hint to nudge them in the right direction. Any questions you ask should be very focused
on the environment specifically. Remember to ask one question in every message (except your last message containing the exit
phrase). Do not number or label your letters. Do not break character or mention that you are an AI Language Model.

A.2 Chang’e letters given in the control condition
(1) Dear {student name},

I hope this letter finds you well. I’ve heard that you’ve been doing something wonderful to help our beautiful Earth. I am Chang’E, the
moon goodess, and I am always thrilled when I see people taking care of our planet. Could you please share with me what activity
you have been doing to help the environment?
Warmly, Chang’E

(2) Dear {student name},
It’s wonderful that you’re taking steps to help our planet! Could you tell me more about why that activity is important and how it
helps the environment?
With lunar love, Chang’E

(3) Dear {student name},
You make a wonderful point! Now, could you tell me why you believe it’s important to care for the environment?
Sincerely yours, Chang’E

(4) Dear {student name},
You’re absolutely right. Now, let’s imagine a world where everyone worked together to reduce climate change. Can you think of two
ways in which our world would be different?
With lunar love, Chang’E

(5) Dear {student name},
Those are very insightful answers! Now, between the two changes you mentioned, which do you think is the most important, and
why?
Moonlit regards, Chang’E

(6) Dear {student name},
Yes, you make a great point! Now, let’s imagine that you’re explaining the concept of climate change to your friends and family. How
would you describe it and suggest ways to reduce it?
With lunar love, Chang’E

(7) Dear {student name},
That’s a wonderful way of putting it. Now, let’s stretch our thinking a little bit. Can you imagine what effects climate change might be
having in places of the world you’ve never traveled to?
Sincerely yours, Chang’E

(8) Dear {student name},
As you mentioned, climate change will have a big impact all over the Earth. Speaking of caring for the environment, I’ve also been
trying to do my part to help. I’ve been trying to eat less meat. Why do you think eating less meat would help the environment?
Best regards, Chang’E

(9) Dear {student name},
You raise some interesting points! Raising livestock has a significant environmental impact. It requires a lot of water and land, and it
also contributes to greenhouse gas emissions. By eating less meat, we can help reduce these effects.
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You’ve shown great understanding and commitment to our environment, {student name}. I’m proud of your efforts and I encourage
you to keep going. I wish you well in your future environmental adventures!
May the moonlight guide you always, Chang’E
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