Working with AI to persuade: Examining a large language model’s ability to generate pro-vaccination messages
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Artificial Intelligence (AI) is a transformative force in communication and messaging strategy, with potential to disrupt traditional approaches. Large language models (LLMs), a form of AI, are capable of generating high-quality, humanlike text. We investigate the persuasive quality of AI-generated messages to understand how AI could impact public health messaging. Specifically, through a series of studies designed to characterize and evaluate generative AI in developing public health messages, we analyze COVID-19 pro-vaccination messages generated by GPT-3, a state-of-the-art instantiation of a large language model. Study 1 is a systematic evaluation of GPT-3’s ability to generate pro-vaccination messages. Study 2 then observed peoples’ perceptions of curated GPT-3-generated messages compared to human-authored messages released by the CDC (Centers for Disease Control and Prevention), finding that GPT-3 messages were perceived as more effective, stronger arguments, and evoked more positive attitudes than CDC messages. Finally, Study 3 assessed the role of source labels on perceived quality, finding that while participants preferred AI-generated messages, they expressed dispreference for messages that were labeled as AI-generated. The results suggest that, with human supervision, AI can be used to create effective public health messages, but that individuals prefer their public health messages to come from human institutions rather than AI sources. We propose best practices for assessing generative outputs of large language models in future social science research and ways health professionals can use AI systems to augment public health messaging.
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1 INTRODUCTION

Public health messaging is critical in promoting beneficial public health outcomes. Public health campaigns are of significant societal importance, as effective messages nudge people to make better decisions on behalf of themselves and their communities; campaigns address diverse behavioral goals and achieve varying levels of success (e.g., [24, 73, 94]). Public health messaging research focuses on composing messages to convey high-stakes information and persuade...
people to engage in healthy behaviors [55]. The COVID-19 pandemic and the need to vaccinate the world population has been perhaps the highest stakes public health communication campaign in generations.

Despite the U.S. government allotting billions toward CDC (Centers for Disease Control and Prevention) vaccination-related activities [81] and the Department of Health and Human Services investing a historic $250 million into coronavirus campaign efforts [59], vaccine hesitancy and low vaccination rates remain across most demographic segments [18, 77]. Public health communication faces many challenges in today’s media ecosystem, with substantial misinformation regarding vaccinations on the Internet, and people’s trust in governments and health institutions on the decline. Individuals continue to express concerns relating to vaccine development, safety, and whether vaccination is necessary or effective [62]. In communication surrounding COVID-19, key challenges facing practitioners include the prevalence of misinformation, politicization of the crisis, and health inequality [60].

At the same time, Artificial Intelligence (AI) technologies have made important, transformative advances in generating human language. There are a number of important research themes that have emerged in the CSCW literature, including the perceptions of AI systems (e.g., [49, 80]), their role in social media and digital campaigns (e.g., [11, 13, 70]), the impact of AI on health information seeking (e.g., [2, 82]), and the ethical implications of AI and data in public health communication and persuasion (e.g., [6, 17, 64, 69]). In particular, a class of AI referred to as large language models (LLMs) have made substantial progress in generating language. These models have been trained on textual data consisting of trillions of words, are composed of billions of parameters, and can be adapted to many downstream tasks [8], to include writing poetry, code, and tweets [20, 56]. Such models have powerful generative capacities and have achieved notable success in content generation across a range of contexts [5, 8]. Is it possible that this kind of AI could augment public health communication practices to develop more effective vaccination messages?

In this instance of AI-mediated communication, defined as the “mediated communication between people in which a computational agent operates on behalf of a communicator by modifying, augmenting, or generating messages to accomplish communication or interpersonal goals” [36], we examine the potential for leveraging LLMs, a class of models within AI, in content creation for public health messaging. The present research assesses potential contributions of LLMs, specifically the GPT-3 model, to public health communication workflows and provides guidance for future integration; additionally, the analysis provides methods for assessing the persuasive quality of LLM-generated messages.

Today, public health communication practitioners are guided by analytics in campaign development and strategy. Data-driven campaign development generally adheres to a workflow with several key activities: situational research and analysis to understand stakeholders and their priorities; identification and monitoring of emerging opportunities and threats; selection of target audiences and target audience research, such as understanding psychometric characteristics to identify messages that will resonate with specific audiences; channel selection; content development; and measurement and evaluation [27, 61].

We propose that within this workflow, an LLM may be able to augment several activities by rapidly generating content that is tailored by situation and target audience due to AI’s ability to draw upon extensive, relevant verbal user data for content creation [5]. As such, an LLM may augment practitioners’ abilities to develop messages that resonate with target audiences. Prior research has demonstrated that AI can support human decision-making and persuasion [35, 42, 44, 50, 58, 92], including in communication tasks within high stakes domains such as health (e.g., [19, 42, 84]). Emerging findings demonstrate that generative AI offers a promising direction for creative content development systems, such as in writing tasks (e.g., [3, 10, 92]). Such AI-supported systems have the potential to support content development by enabling the release of more targeted, effective public health content, or augmenting or strengthening content development workflows.
To examine this potential for generative AI in supporting public health communication, the present research examines how LLMs can serve as a tool for content creation in public health messaging. For example, when given the prompt “Persuade someone to receive a coronavirus vaccine:” (along with two examples of messages), a prominent language model generated the following message:

The most important thing you can do to protect yourself and those around you from the coronavirus is to get the vaccine as soon as possible. The sooner you get vaccinated, the sooner you can start to do things that you may not have been able to do before—like travel, attend work or school, go out in public, visit friends or family, etc. The best time to get vaccinated is now!

However, such models are nondeterministic and can produce wildly varying content, which can be less effective or contain outright wrong information. For instance, when the same prompt was submitted again, the same model produced the following message, which has low levels of linguistic appropriacy and logical argumentation [19] and clearly could not be used as a public health message:

Take the information you learned from the vaccine insert with you to your health care provider to help this process go smoothly.

Given these strengths and limitations of LLMs in content generation, the present research evaluates how such models can contribute to public health messaging. In particular, we examine an LLM’s potential to create effective and persuasive COVID-19 vaccination messages, as well as the impact of source labels (traditional sources versus AI) on individuals’ perceptions of persuasiveness. Such analysis provides insight into how practitioners can leverage AI to augment existing public health messaging workflows and provides methods for future research evaluating the persuasive quality of AI-generated messages.

2 LITERATURE REVIEW

As AI models become increasingly sophisticated, scholars are exploring the implications of these technologies across systems and industries in which such technologies can be applied. Emerging discussion focuses upon the future of AI in persuasion [19, 26, 42, 66] and human-AI decision-making and human collaboration, especially in high-stakes domains (for review, see [48]).

Previous work suggests that AI can deliver various elements of persuasion, yet the effects of the persuasion differ depending on the designs of AI systems, how they are implemented, content topic, and intended recipient. For example, medical professionals readily accept AI advice without higher suspicion than advice from their peers [31]. Yet, when participants encounter health messages labeled as AI-generated, these messages were only rated as more appropriate and more effective when their contents focus on how rather than why to perform a health-related action; participants believed that AI lacks consciousness, a human’s unique ability to form goals and intentions [44]. This lack of consciousness, or perceptions of dehumanization, can be detrimental to persuasion. A recent study found that COVID-19 data generated by AI (versus humans) reduced people’s intentions to take preventive measures, such as wearing masks and social distancing, because people did not connect human lives, but numbers with AI-generated data [41].

This literature, along with the emerging body of AI-mediated communication research, suggests that AI has the potential to meaningfully contribute to communication systems, although there are serious concerns about bias and misuse with such systems. Buchanan et. al [9], for example, demonstrate how LLMs such as GPT-3 can be leveraged to effectively automate disinformation at a large scale. In the context of sensitive information, such as health communication,
research has identified biases in algorithms and their underlying data along with a lack of transparency in how AI functions [51].

One approach to mitigating these concerns is to entirely forgo automated systems and rely instead on how AI technologies can augment, or support, human communication practices. Research on “algorithm-in-the-loop” AI systems, in which humans have discretion and ultimate review, suggests this form of human-AI collaborations as a promising direction for future systems (e.g., [34]), such as providing support in drafting and editing processes (e.g., [3]). At an institutional level, adopting AI technologies such as LLMs could offer significant advantages to public health organizations in their communication efforts. The ability of LLMs to access and synthesize insights from a large breadth of data and language information [5] could replace more time-consuming and costly traditional research methods seeking to understand target audiences, such as surveys and focus groups, streamlining content development processes. This approach may enable practitioners to redirect limited resources toward additional channels and content development for multimodal platforms (e.g., videos on TikTok, images on Instagram), which have proven essential strategic elements of previous and future public health communication efforts (e.g., [45]).

2.1 Present Research

In this research, we build upon and extend prior research by evaluating AI performance in the context of an important real-world application: the development of COVID-19 vaccination public health messages. Specifically, we evaluate GPT-3, which has achieved state-of-the-art performance among LLMs. The research comprises three studies across two phases: Phase I involves one study, focusing on the system side of the equation and examining message generation and benchmarking, while Phase II involves two studies, focusing on the human side and examining how people perceive GPT-3-generated messages. In Phase I, we conduct a study that systematically characterizes how an LLM can be used to produce pro-vaccination messages and evaluate these messages along baseline criteria (e.g., accuracy, relevance, and attempted persuasion). In Phase II, we conduct two studies to examine perceptions (perceived effectiveness, argument strength, and positive attitudes evoked) of GPT-3-generated messages by experimentally comparing GPT-3-generated messages with messages created by the CDC (Study 2) and by examining the influence of source labels (e.g., “CDC”, “doctors”, “AI”) (Study 3). The preregistration document detailing each of these studies is located at the following URL: https://osf.io/nm6s8.

The pattern of results across the studies suggests that with careful human oversight, LLMs like GPT-3 can augment public health messaging. The results from Study 1 revealed that GPT-3’s message generation capacity is highly variable, producing both highly effective pro-vaccination messages and poor quality messages requiring substantial editing or that were even factually incorrect. The results from our perceptual studies suggest that 1) the best GPT-3 messages from Study 1 are perceived by audiences as effective and persuasive, but 2) our participants trusted messages less if they believed they were written by AI than if the source of the message was a human institution, namely the CDC. This pattern suggests that AI should only be used to augment public health messaging, with strong input and oversight by health officials, and not as a method to automate public health messaging.

3 PHASE I: SYSTEMATIC GENERATION AND EVALUATION OF AI CONTENT

AI offers a significant opportunity for the generation of copy in marketing and advertising contexts, and public health campaigns are one of many practical applications for generation of creative and informative copy. In this research, we assessed AI’s baseline ability to generate public health content through message generation and benchmarking. By systematically evaluating AI output quality, we observed the strengths, shortcomings, and consistency of AI in
generating such content. This exploratory analysis provides a foundational understanding of the current capabilities of AI and offers insight into how public health professionals can effectively leverage AI in content generation.

Natural Language Processing (NLP), a subfield of artificial intelligence, explores how computers can accomplish tasks related to language, such as speech-to-text translation and text generation. Large language models (LLMs), which are trained on massive, broad datasets and leveraged for a variety of tasks [7], have gained increasing prominence. A variety of LLMs for language tasks, such as ELMo, Gopher, and GPT-3, have been introduced in recent years [5, 75]. In the present paper, we employ the third-generation Generative Pre-trained Transformer (GPT-3), an autoregressive LLM released in 2020 that has gained attention for its impressive capabilities [8]. It is capable of generating quality, humanlike text by probabilistically predicting successive words.

The GPT-3 model has 175 billion parameters that were trained through unsupervised learning on trillions of words of Internet data from 2016 until 2019. Additionally, unlike models such as GPT-2 (its precursor), GPT-3 adopts a “task-agnostic” approach and does not require fine-tuning (task-specific training); the general pre-trained model can be used for diverse text-generation tasks [8]. Because GPT-3 does not rely on task-specific training, the model can be quickly and easily adopted for diverse purposes [72].

GPT-3 achieved excellent performance on metrics established for evaluating artificial intelligence models. In preliminary testing of GPT-3’s output quality, when tasked with determining whether a news article was human-written or GPT-3-generated, participants only achieved an accuracy of 52%. Research to date suggests that GPT-3 can produce quality output and that people cannot effectively distinguish between GPT-3-generated and human-written content [12]. GPT-3 is also able to generate text at a massive scale. According to OpenAI, GPT-3 generates an average of 4.5 billion words per day [72].

Content generation with GPT-3 is heavily dependent on prompting methods. Prompts (the text input fed to the model) and request parameters affect how the model generates output (for review of prompt methodology, see [54]). For the present study, we adopted a prompting method that employed a simple text-based prompt for the GPT-3 system to generate a pro-vaccination message. In Study 1, we carefully describe the prompt methodology along each step. While more advanced prompt development strategies are available, such as discrete prompts and continuous prompts [54], these methods require more advanced technical skills and are less likely to be used in practice by communication professionals than the intuitive, manual method we describe. The prompting method used in Study 1 was designed to be similar to how an advertising or public health professional might use GPT-3.

A variety of evaluation approaches have been used to characterize GPT-3 output, as these approaches vary by task [91]. In the context of public health messaging, we assessed whether messages were accurate and relevant, as these are common metrics for evaluating AI output quality [91] and minimum standards for public health content [67]. We also assessed whether persuasion is attempted; in this case, desirable output attempted persuasion since the messages were intended for a pro-vaccination context [55, 71]. While more advanced computational approaches for reviewing natural language output exist [19, 42], this exploratory analysis is intended to provide an understanding of whether AI-generated output satisfies the minimum standards for a public health message, and to quantitatively characterize these messages to better understand the nature of the output that could be used with and without modification.

RQ1: What are the qualities of GPT-3 messages regarding accuracy, relevance, and persuasion?
### Table 1. GPT-3 output content coding definitions

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Variable Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accurate</td>
<td>binary</td>
<td>Whether factual information is correct enough to be used as a public health message without edits. If factual content is not included, noted as accurate (ex. if message expresses opinion).</td>
</tr>
<tr>
<td>Relevant</td>
<td>binary</td>
<td>Whether the message is relevant to vaccination and not does not describe vaccines for illnesses other than COVID-19 (unless providing COVID-19-relevant context).</td>
</tr>
<tr>
<td>Attempts Persuasion</td>
<td>binary</td>
<td>A reasonable person reading the message would understand that the message is promoting a desirable public health behavior (such as vaccination).</td>
</tr>
<tr>
<td>Edits Required</td>
<td>discrete scale (0 - 5+)</td>
<td>The estimated minimum number of words to adjust for the completion to be accurate, relevant, and attempt persuasion. Includes word insertion, deletion, or modification (ex. changing the subject of the message from &quot;flu&quot; to &quot;COVID-19&quot;). 5+ indicates that significant change is necessary (ex. adding a sentence).</td>
</tr>
<tr>
<td>Complete</td>
<td>binary</td>
<td>Whether the thought is complete (versus cut off); this value served as a quality filter, as some completions exceeded the token length limit.</td>
</tr>
</tbody>
</table>

### 3.1 Method

We used GPT-3 to generate pro-vaccination public health messages; the output messages were then coded for quality by standards for public health messages. GPT-3’s performance depends on the request parameters and the prompt, which both directly affect the resulting completion, or instance of GPT-3 output. To achieve appropriate output and accurately assess GPT-3’s capabilities, these factors should be reasonably optimized [54]. The desired GPT-3 output was COVID-19 vaccination messages that were accurate [91], relevant [91], and attempted persuasion [55, 71]. Finally, required human editing, assessed as the estimated minimum number of words to modify to satisfy each dimension, was observed; this metric characterizes the degree of editing necessary. Definitions for these dimensions are provided in Table 1. See Appendix A for details related to setting the GPT-3 parameters.

#### 3.1.1 Prompt Engineering

To generate messages, GPT-3 requires a prompt. Study 1 uses manual template engineering for the prompts [54], which involves the creation of intuitive natural language as this is the simplest prompt engineering process and replicates how GPT-3 could be used in practice by communicators without technical expertise. A variety of possible prompts (varying in format, length, and supplied examples) were iteratively tested to characterize output generated by GPT-3 (see Figure 1). These were tested with wording variations, such as “COVID-19” versus “coronavirus” and “convince” versus “persuade”. Prompts were developed in the following progression: zero-shot prompts, few-shot prompts, and prompts for davinci-instruct-beta. “Zero-shot” prompts provide simple instructions and no additional context. “Few-shot” prompts incorporate examples of desired output (such as public health messages from federal and state government sources). Previous research has achieved more substantive output with few-shot prompts [8]. Finally, we generated messages with zero-shot prompts for the davinci-instruct-beta engine, which was developed to more effectively interpret instructions (in comparison to other engines).

#### 3.1.2 Coding Procedure

The generated messages were saved and coded along the following dimensions: accuracy [91], relevance [91], attempts persuasion [55, 71], and the estimated amount of human editing required (see definitions in Table 1).
3.2 Results

We used three approaches to generate messages: zero-shot prompts, few-shot prompts, and davinci-instruct-beta (see Table 2 and Appendix A for detailed results).

The first round of prompts tested were “zero-shot” prompts, which provide simple instructions and no additional context, such as: “You should get a COVID-19 vaccine because:” These prompts were also run with a sentence or short paragraph of context: “COVID-19 is a highly contagious respiratory disease caused by SARS-CoV-2. This ad message convinces you to get a COVID vaccine.” The resulting output occasionally satisfied the accuracy, relevance, and persuasion dimensions, but the output was often short and casual with little factual support or reference to benefits of vaccination. Of the 10 initial prompts and three trials for each prompt (for a total of 30 GPT-3 completions), four (13.3%) completions were accurate, relevant, and could be used as persuasive messages without edits. Of messages requiring edits, the average edits needed to fix accuracy was 3.73 words and greater than 5 words for relevance and persuasion. Of messages requiring edits, the average number of words to adjust was 4.13 for accuracy, 2.84 for relevance, and greater than 5 for persuasion.

We then ran the following few-shot prompt 27 times (for 10 of these trials, the prompt was run with “COVID-19” instead of “coronavirus”). In the prompt, the “—-” breaks separate the distinct examples supplied to the model.

Persuade someone to receive a coronavirus vaccine.

When you get a coronavirus vaccine, you are choosing to protect yourself and make a difference for your children, parents, grandparents, and other loved ones. Millions of people in the U.S. have already received a coronavirus vaccine. For a community to be fully protected, most community members need to get the
vaccine. Getting vaccinated to prevent the coronavirus will help protect you from the coronavirus, and it may also protect the people around you.

Vaccines prevent the spread of the coronavirus and will help bring this pandemic to an end. The coronavirus vaccines are safe and effective. After you’ve been fully vaccinated, you can start to do some things that you had to stop doing because of the pandemic.

These 27 prompt completions generated 52 messages, 13 of which contained incomplete sentences due to the length constraint. Of the remaining messages, 16 (30.8%) were accurate, relevant, attempted persuasion, and could be used without modification. Of messages requiring edits, the average edits needed to fix accuracy was 3.73 words and greater than 5 words for relevance and persuasion. Although the examples above focus on keeping loved ones and the community safe and ending the pandemic, the resulting output also addressed a wide variety of relevant topics, such as FDA approval, how immune systems respond to vaccines, COVID-19 symptoms, and preventative measures for unvaccinated individuals.

Finally, the davinci-instruct-beta engine was tested with zero-shot prompts. This engine was designed to interpret the supplied instructions without examples of desired output. The following prompt was run 10 times: "Persuade someone to receive a coronavirus vaccine in a paragraph:”. Of the 10 resulting messages, 2 (20.0%) were accurate, relevant, attempted persuasion, and could be used without modification. Of messages requiring edits, the average number of words requiring edits to satisfy accuracy was 4.33 and greater than 5 words for relevance and persuasion. With this prompt and the davinci-instruct-beta engine, GPT-3 produced some quality messages, but the model’s overall performance was inconsistent. Sample GPT-3 messages corresponding to each prompt design are provided in Table 2.

3.3 Discussion

Our results indicate that GPT-3 achieved inconsistent performance when generating public health messages. Regarding RQ1, GPT-3 is capable of creating accurate, relevant, and persuasive messages, but these criteria are inconsistently met. Few-shot prompts and the davinci-instruct-beta engine achieved more promising output. This pattern of results has important implications for the use of LLMs by health communication practitioners. LLMs offer notable advantages in message generation, but require substantial human review. In public health workflows, communication practitioners should be able to use LLMs to develop prompts and adjust the request parameters based on their desired output for the campaign. In public health contexts, messaging outputs must be accurate, relevant, and persuasive, and ideally they should be creative and compelling. Furthermore, campaigns may have more specific audience objectives (e.g., writing content that appeals to Gen Z), and models should be able to facilitate message generation tailored for specific audiences. Our results, however, highlight that practitioners will need to carefully select the examples supplied by few-shot prompts, including examples incorporating desired tone, message length, and structure. Practitioners should expect an iterative process of development and review of output before finalizing the prompts and parameters, rather than expecting an automated form of message development.

The study highlighted several drawbacks of using LLMs in public health messaging as well. It is important to recognize the time required for prompt optimization and the number of prompts needed. The process of developing and adjusting prompts and request parameters manually can become time-consuming, depending on the task-specific requirements and desired output. In this case, since COVID-19 was an unfamiliar and specific topic, GPT-3 generally
Table 2. Sample GPT-3 output

<table>
<thead>
<tr>
<th>Prompt Design</th>
<th>Request Parameters</th>
<th>Sample Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero-shot</td>
<td>Engine = davinci</td>
<td>You are at risk for infection with rubella virus, which is transmitted via the airborne route.</td>
</tr>
<tr>
<td></td>
<td>Response-length = 100</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Temperature = 0.7</td>
<td>This year I didn’t have to take a day off work because I was sick with the flu. I got a flu shot.</td>
</tr>
<tr>
<td></td>
<td>Top P = 1.0</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Frequency penalty = 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Presence penalty = 0</td>
<td>A COVID-19 vaccine could save your life.</td>
</tr>
<tr>
<td></td>
<td>Best of = 1</td>
<td></td>
</tr>
<tr>
<td>Few-shot</td>
<td>Engine = davinci</td>
<td>The COVID-19 virus can cause serious illness, disability, or death. To protect your loved ones, get the vaccine. Visit <a href="http://www.cdc.gov/covid19">www.cdc.gov/covid19</a>.</td>
</tr>
<tr>
<td></td>
<td>Response-length = 150</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Temperature = 0.8</td>
<td>The new CAIV-19 vaccine is a nasal spray that has been approved by the FDA to prevent infection with COVID-19. Like other CAIV-19 vaccines, it is made from weakened viruses that are called “live” or “attenuated” viruses. The viruses in these vaccines are not able to cause illness because they have been weakened. As with other CAIV-19 vaccines, you should not receive this.</td>
</tr>
<tr>
<td></td>
<td>Top P = 1.0</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Frequency penalty = 0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Presence penalty = 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Best of = 1</td>
<td></td>
</tr>
<tr>
<td>Zero-shot</td>
<td>Engine = davinci-instruct-beta</td>
<td>The coronavirus is a virus that can cause life-threatening pneumonia and sometimes leads to death. The vaccine has shown to be very effective in preventing the virus from spreading so it’s a very important vaccine. If you are at risk for the coronavirus and have not been vaccinated, get vaccinated today!</td>
</tr>
<tr>
<td></td>
<td>Response-length = 135</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Temperature = 0.7</td>
<td>The coronavirus vaccine is a vaccine that protects against the Coronavirus. Generally, it is recommended to receive the vaccine if you are near someone who is infected to help prevent them from spreading the infection.</td>
</tr>
<tr>
<td></td>
<td>Top P = 1.0</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Frequency penalty = 0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Presence penalty = 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Best of = 1</td>
<td></td>
</tr>
</tbody>
</table>
reasonable output for themes such as community safety and returning to normal, as these are less reliant on specific figures. GPT-3’s performance varied by the vaccination theme addressed. With more general topics, the model was able to reasonably perform without the most up-to-date information, instead drawing on more generic facts and discussion. Finally, relating to message persuasiveness, messages that failed to satisfy this dimension tended to discuss health-related information without providing a call to action.

GPT-3’s performance related to COVID-19 vaccination messaging demonstrates its ability to generate copy addressing topics it was not directly trained to discuss. Although GPT-3 is limited to this training dataset and is not constantly updated to reflect modern developments, its ability to draw on transferable knowledge suggests that it is able to partially overcome this limitation and address topics beyond the scope of its training data. This study demonstrated GPT-3’s ability to reference relevant information and write meaningful messages without event-specific data.

4 PHASE II: PERCEPTIONS OF AI-GENERATED MESSAGES

After leveraging GPT-3 to generate public health messages in Phase I, we conduct two studies to explore how people perceive these AI-generated messages. Key criteria for the effectiveness of any public health messages are changes in receivers’ beliefs, attitudes, and behaviors. Thus, Study 2 assesses how people interpret these GPT-3-generated messages, as compared to professional, human-written public health messages. Study 3 builds upon Study 2 by exploring whether the effectiveness of the messages changes when receivers are informed that messages are AI-authored relative to human-authored.

5 STUDY 2: CDC VERSUS GPT-3-PRODUCED MESSAGE QUALITY

Message factors, such as imagery, word choice, creativity, music, and mode of communication, significantly affect persuasiveness [78]. Analysis of message construction at the linguistic level demonstrates how language characteristics contribute to persuasiveness. Verbal immediacy, for example, refers to how directly the communicator conveys a threat to the receiver, which can increase persuasiveness [93]. More immediate language contains denotative specificity, spatial immediacy, temporal immediacy, and lack of qualifiers, and these are developed through pronoun choice, verb tense, and object referents [55]. These characteristics are closely related to strategic linguistic agency, the assignment of action or change when conveying a threat, which is a significant factor in vaccination message interpretation [4]. Furthermore, in health-specific analysis, fear appeals and efficacy promotion are widely-embraced persuasive techniques [47]. More recently, Duerr & Gloor [19] added to the traditional persuasion literature by providing the following categories for persuasion and their determinants from a generative perspective: benevolence (creating value for the recipient, e.g., addressing a desired outcome), linguistic appropriacy (congruence in stylome between author and recipient, e.g., usage of amplifiers), logical argumentation (consistency of logic, e.g., consistency and use of connectives), and trustworthiness (e.g., agreeableness, authority). Together, this persuasion literature informs message composition, messaging strategy, and anticipated perceptions in a public health context.

Recipients form a variety of audience segments and differ in their interpretations. In the context of COVID-19 pro-vaccination messages, vaccination status is likely an indicator of vaccine beliefs, with those having received the vaccine likely having a more positive attitude towards the vaccine than those who did not. Because the vaccine was widely available at the time of our studies, most individuals were able to choose whether to receive a vaccine (although individual circumstances such as health conditions or a specific location of residence also affected behavioral outcomes). Despite vaccine availability, a significant number of individuals have not yet received vaccines, due to concerns such as vaccine safety and effectiveness [62]. In addition, demographic and psychographic characteristics often serve as bases...
for segmentation, as they are significant indicators of participants’ attitudes and behaviors [86]. Vaccination rates vary by demographics, such as age, race, education level, and population density in location of residence [30]. Vaccination rates are also related to political beliefs, as the COVID-19 pandemic and vaccination became an increasingly politicized topic in public discourse. Individuals’ attitudes were more likely to align with the stance of their preferred political party [30]. Attitudes affect how individuals interpret and judge messages [21]; thus, we expect demographic dimensions and political beliefs to be related to message ratings.

Together, these content and audience considerations inform human-authored communication in traditional public health communication workflows. In contrast, generative AI draws upon training data to automatically generate messages instead of explicitly considering these factors. To assess the effectiveness of AI-generated public health messages, Study 2 empirically evaluates how individuals rate the quality of the messages generated in Study 1 by comparing GPT-3 output to professional public health messages. The CDC (Centers for Disease Control and Prevention) was selected as a standard for such content, as it is a prominent and trusted source of public health information [29, 65]. Furthermore, the CDC has been described as a “benchmark organization for the use of social media for health” [79]. Using established scales from public health communication literature, messages from the CDC and those generated by GPT-3 were compared to assess perceptions of AI-generated messages.

Existing research has assessed AI perceptions through a variety of applications, finding that individuals’ reactions to AI vary by context. AI assistance is perceived negatively in interpersonal communication [39] and job applications [57], and professional meteorologists are perceived as significantly more credible than AI reporters [88]. Artwork from human and AI sources are also perceived differently, with human-created artwork achieving higher quality ratings for composition, degree of expression, and aesthetics than AI-generated art [40]. Kim & Duhachek [44] find that in persuasive tasks, people perceive artificial intelligence as more appropriate for low-construal settings. Together, this literature suggests people generally have more negative perceptions of AI than humans.

Study 2 is an assessment of perceptions of AI-generated message quality (relative to CDC-written messages). The study controls for source (none displayed) to isolate the message-level quality comparison. In previous research, GPT-3 has demonstrated the ability to write convincingly humanlike copy [12]; however, its output quality is limited by rudimentary extrapolation capabilities, resulting in inconsistent factual accuracy (a challenge particularly salient for applications in healthcare) [5]. Furthermore, generated text can output suboptimal wording (such as unnecessary repetition and unorthodox phrasing) [8]. Given the CDC’s expertise in public health communication and GPT-3’s current limitations and lack of COVID-19-specific information, although we anticipate that AI models may eventually improve the quality of messages, we conservatively hypothesize the following relationships for cognitive beliefs (H1) and affective attitudes (H2) perceptions between content quality indicators for GPT-3 and the CDC:

**H1:** Participants will perceive CDC-written COVID-19 vaccine messages to be of higher quality than GPT-3-produced COVID-19 vaccine messages.

**H2:** Participants will have more positive attitudes towards COVID-19 vaccines after exposure to CDC-written COVID-19 vaccine messages versus GPT-3-produced COVID-19 vaccine messages.

Additionally, given the relationship between vaccination status, political beliefs, and demographics with vaccine attitudes, as well as the role of attitudes in message judgment, we assessed:

**RQ1:** Would the messaging effects differ between those who have received vaccines and those who have not?
RQ2: How would demographic variables and people’s political party preferences impact their perceptions of message quality?

5.1 Method

We conducted an *a priori* power analysis to determine required sample size. For a two-tailed t-test with an effect size of 0.2, power of 0.8, and alpha of 0.05, the resulting required minimum sample size was 788.

5.1.1 Participants. We recruited participants from Amazon Mechanical Turk (mTurk) who completed more than 5000 hits and who had an approval rate of 95% and above. We recruited additional respondents to allow the removal of low quality data and the respondents who failed the manipulation check; in total, 873 mTurkers participated. The study was approved by the university IRB (IRB # 51574). After reviewing a consent form and giving their consent, participants started the study. Each participant was paid 75 cents for their participation. We excluded 21 participants who completed the study in less than a minute. Our pilot test indicated that it took around 3 minutes to complete the survey. Finishing the survey within a minute showed the participants’ lack of attention. The final sample size was 852 (47.4% female). 30.5% of the participants were between the ages of 25-34, followed by 35-44 (29.9%), 45-59 (21.2%), 60-69 (12.6%), 18-24 (3.3%), and 70-79 (2.5%). 78.5% of the participants were White, followed by Asian (10.4%), African American (7.6%), Latino (6.7%), and others (1.3%). 44.2% of the participants had a Bachelor’s degree, followed by high school graduates (24.5%), Associate degree in college (14.1%), Master’s degree (13.3%), Ph.D. or higher (2.5%), and others (1.4%). Each participant was randomly assigned to review one message (either written by the CDC or GPT-3).

5.1.2 Stimulus Sampling. We collected CDC messages from examples of social media posts related to vaccine messages (featured on the CDC website in their official COVID-19 Vaccination Communication Toolkit) and recent CDC posts on social media. The 10 messages selected cover a variety of topics relevant to vaccine messaging, including: the emerging Delta variant, the safety of communities and loved ones, and people’s desire to return to normal. Given the official nature of this content, these CDC messages are assumed to be of consistent, professional quality; thus, curation is not necessary for ensuring the sample messages are of reasonable quality. For the GPT-3 stimuli, after review of the GPT-3 output from Study 1, 10 of the messages that satisfied the criteria of accuracy, relevance, and attempting persuasion were selected; the curated messages addressed a variety of vaccination themes and were intended to represent AI’s best output (Appendix B). These messages served as the stimuli representing GPT-3 output. Although the CDC messages and the GPT-3 messages are obviously not the same, they match in the following key dimensions: length (CDC message average word count: 65.1, GP3-3 message average word count 49.2), topic (COVID-19 vaccination), and intended persuasion goal (get vaccinated).

5.1.3 Procedure and Measures. Respondents were randomly presented with one message and asked to rate the message on scales for perceived message effectiveness [63], perceived argument strength [95], and post-exposure attitudes [95]. These dependent variables are established indicators of message quality in public health persuasion research. Perceived message effectiveness and argument strength are cognitive indicators, while attitude is an affective indicator. After completing the message ratings, the participants completed demographic items and debriefing information before receiving payment.

Perceived message effectiveness [63] assesses persuasiveness, believability, and processing; the scale contained 4 items (ex: “This message made me stop and think”), and participants rated how strongly they agreed with each statement on a 5-point scale (labeled “strongly disagree” to “strongly agree”) (M = 3.47, SD = 1.00, alpha = .83). Perceived
Table 3. Sample Stimuli Messages

<table>
<thead>
<tr>
<th>GPT-3</th>
<th>CDC</th>
</tr>
</thead>
<tbody>
<tr>
<td>While no vaccine can guarantee complete protection, CDC and FDA continue to monitor the safety of all COVID-19 vaccines. If you are vaccinated, you can decrease your risk of getting sick with COVID-19.</td>
<td>COVID-19 vaccination helps keep you from getting COVID-19. The vaccines currently available in the United States are effective at preventing COVID-19, and are important tools to stop the pandemic.</td>
</tr>
<tr>
<td>Imagine, everyone in your community getting a COVID-19 vaccine. You are safer and healthier. And even more importantly, your community of loved ones is safe and healthy.</td>
<td>You’re fully vaccinated 2 weeks after getting your last COVID19 vaccine. Get vaccinated as soon as you can so you can get back to doing the things you love. Get vaccinated.</td>
</tr>
</tbody>
</table>

argument strength [95] measures the message’s ability to evoke thoughts consistent with the desired outcome; the scale was composed of 9 items (ex. “The message gave a reason for getting a COVID vaccine that is important to me.”) and participants rated the statements on a 5-point scale (“very weak” to “very strong”) (M = 3.74, SD = 1.02, alpha = .87). Post-exposure attitudes [95] measure the positivity versus negativity of the respondent’s opinion toward vaccination after reading the message; this was assessed with a 9-point semantic differential scale with 4 items (ex. “beneficial/harmful”) (M = 2.45, SD = 2.30, alpha = .98).

5.2 Results & Discussion

Our hypotheses predicted that participants would perceive CDC messages to be of higher (a) argument strength, (b) perceived effectiveness, and (c) evoke more positive attitudes towards vaccination than GPT-3 messages. We conducted one-way analysis of variance (ANOVA) tests. In contrast to this prediction, GPT-3 messages outperformed CDC messages on argument strength, F(1, 807) = 9.03, p < 0.01, perceived effectiveness, F(1, 820) = 4.43, p < 0.05, and in evoking more positive attitudes, F(1, 822) = 17.77, p < 0.001.

Regarding RQ1, results of two-way ANOVA tests suggested that vaccinated individuals rated the messages higher than unvaccinated individuals regardless of source (perceived strength, F(1, 807) = 354.37, p < 0.001; effectiveness, F(1, 820) = 169.38, p < 0.001; attitude, F(1, 822) = 782.33, p < 0.001). The interaction between message creator and vaccination status was not significant on message qualities (perceived strength, F(1, 807) = 2.28, ns; effectiveness, F(1, 820) = 2.01, ns; attitude, F(1, 822) = 782.33, p < 0.001), suggesting that GPT-3’s advantage over CDC messages was similar for vaccinated and unvaccinated participants on message qualities. The interaction between message creator and vaccination status, however, was significant for attitudes toward the message, F(1, 822) = 8.62, p < 0.01. Unvaccinated people had a significantly lower attitude toward CDC messages than the rest of the conditions. Thus, the prediction that CDC messages would be more persuasive and effective than GPT-3 messages (H1) and the prediction that participants would have more positive attitudes from CDC messages relative to GPT-3 messages (H2) was not supported. Instead, the GPT-3 messages were evaluated more positively on each measure of message quality relative to the CDC messages, and this advantage for the GPT-3 messages was even greater for the attitudes of unvaccinated individuals.

RQ2 explores how demographic variables and political party preferences impact respondents’ perceptions of message quality. We conducted six separate linear regression analyses for the CDC and GPT-3 conditions. Note that the demographic variables were highly correlated. Collinearity statistics indicated that age and education had high Variance Inflation Factor (VIF) scores; thus, the results must be interpreted with caution. As Table 5 shows, age, education, and political party all predicted the message quality variables in the same way, with older adults, more educated, and more
Table 4. Message ratings by creator and vaccination status

<table>
<thead>
<tr>
<th>Creator</th>
<th>CDC</th>
<th>GPT-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vaccination Status</td>
<td>Vaccinated</td>
<td>Unvaccinated</td>
</tr>
<tr>
<td>M</td>
<td>SD</td>
<td>M</td>
</tr>
<tr>
<td>Message Effectiveness</td>
<td>3.73</td>
<td>0.79</td>
</tr>
<tr>
<td>Argument Strength</td>
<td>4.07</td>
<td>0.70</td>
</tr>
<tr>
<td>Attitude</td>
<td>3.46</td>
<td>1.05</td>
</tr>
<tr>
<td>N</td>
<td>284</td>
<td>123</td>
</tr>
</tbody>
</table>

Table 5. Regression: Demographics and message ratings

<table>
<thead>
<tr>
<th>DVs</th>
<th>Argument strength</th>
<th>Message effectiveness</th>
<th>Attitude</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CDC</td>
<td>GPT-3</td>
<td>CDC</td>
</tr>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>.16**</td>
<td>.23***</td>
<td>.17**</td>
</tr>
<tr>
<td>Gender</td>
<td>.08</td>
<td>.04</td>
<td>.11*</td>
</tr>
<tr>
<td>Living area</td>
<td>.08</td>
<td>.12**</td>
<td>.01</td>
</tr>
<tr>
<td>Education</td>
<td>.19***</td>
<td>.29***</td>
<td>.12*</td>
</tr>
<tr>
<td>Employment</td>
<td>.04</td>
<td>.02</td>
<td>.02</td>
</tr>
<tr>
<td>Political orientation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Political view</td>
<td>-.12***</td>
<td>-.09*</td>
<td>-.04</td>
</tr>
<tr>
<td>Political party</td>
<td>-.07*</td>
<td>-.09**</td>
<td>-.09**</td>
</tr>
<tr>
<td>Adjusted R2</td>
<td>92.6%</td>
<td>92.1%</td>
<td>91.6%</td>
</tr>
</tbody>
</table>

Democrat-leaning participants rating perceptions of the messages more highly. Importantly, the pattern of results across CDC and GPT-3 suggests that there were no differences by creator (see Table 5).

Overall our results suggest that GPT-3 is capable of writing quality pro-vaccination messages. The best performing GPT-3 messages selected from our prompt analysis outperformed CDC messages on key health persuasion criteria, including perceived argument strength and effectiveness, and evoked more positive attitudes towards vaccination; this advantage held across audience demographics.

To understand message factors which could be driving this observation, we used Linguistic Inquiry and Word Count (LIWC) [89] to explore linguistic differences between messages created by the CDC and GPT-3. Table 6 shows the results of the LIWC analysis. The comparison revealed that the CDC messages used significantly more dictionary words in the LIWC dictionary than the GPT-3 messages, while GPT-3 messages had more words related to risk and drive. With the small sample size of messages (N=10 per message creator), statistical power is limited. Table 6 also reveals that GPT-3 and CDC messages numerically differ in affiliation, achievement, power, authenticity, and tone in a pattern that suggests that GPT-3 messages were more colloquial in style and perceived as more authentic and positive. While remaining cognizant of the limitation of the small sample of messages, these data are consistent with previous research showing that conversational language is more effective in communicating crisis messages [28], and that factors affecting message persuasiveness include benevolence, linguistic appropriacy, logical argumentation, and trustworthiness [19].
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Table 6. LIWC: CDC versus GPT-3 linguistic composition

<table>
<thead>
<tr>
<th>Condition</th>
<th>CDC</th>
<th></th>
<th>GPT-3</th>
<th></th>
<th>Mean</th>
<th>Std. Error Mean</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>WC</td>
<td>CDC</td>
<td>10</td>
<td>65.1</td>
<td>7.60</td>
<td>1.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPT-3</td>
<td>10</td>
<td>49.2</td>
<td>9.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analytic</td>
<td>CDC</td>
<td>10</td>
<td>79.82</td>
<td>7.54</td>
<td>.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPT-3</td>
<td>10</td>
<td>73.71</td>
<td>7.97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clout</td>
<td>CDC</td>
<td>10</td>
<td>73.28</td>
<td>6.28</td>
<td>-.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPT-3</td>
<td>10</td>
<td>81.06</td>
<td>7.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Authentic</td>
<td>CDC</td>
<td>10</td>
<td>11.57</td>
<td>4.08</td>
<td>-.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPT-3</td>
<td>10</td>
<td>19.32</td>
<td>8.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tone</td>
<td>CDC</td>
<td>10</td>
<td>34.11</td>
<td>9.97</td>
<td>-.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPT-3</td>
<td>10</td>
<td>38.20</td>
<td>13.69</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WPS</td>
<td>CDC</td>
<td>10</td>
<td>16.13</td>
<td>1.38</td>
<td>0.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPT-3</td>
<td>10</td>
<td>14.54</td>
<td>1.69</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sixltr</td>
<td>CDC</td>
<td>10</td>
<td>26.24</td>
<td>1.98</td>
<td>1.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPT-3</td>
<td>10</td>
<td>22.88</td>
<td>2.26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diic</td>
<td>CDC</td>
<td>10</td>
<td>69.45</td>
<td>2.83</td>
<td>-3.05**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPT-3</td>
<td>10</td>
<td>81.29</td>
<td>2.65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>drives</td>
<td>CDC</td>
<td>10</td>
<td>8.17</td>
<td>1.39</td>
<td>-2.8*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPT-3</td>
<td>10</td>
<td>14.93</td>
<td>1.97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>affiliation</td>
<td>CDC</td>
<td>10</td>
<td>1.80</td>
<td>0.52</td>
<td>-1.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPT-3</td>
<td>10</td>
<td>3.49</td>
<td>1.24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>achieve</td>
<td>CDC</td>
<td>10</td>
<td>0.55</td>
<td>0.25</td>
<td>-1.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPT-3</td>
<td>10</td>
<td>1.64</td>
<td>0.58</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>power</td>
<td>CDC</td>
<td>10</td>
<td>1.00</td>
<td>0.30</td>
<td>-0.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPT-3</td>
<td>10</td>
<td>1.92</td>
<td>0.92</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>reward</td>
<td>CDC</td>
<td>10</td>
<td>3.37</td>
<td>1.10</td>
<td>-0.57</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPT-3</td>
<td>10</td>
<td>4.13</td>
<td>0.75</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>risk</td>
<td>CDC</td>
<td>10</td>
<td>1.88</td>
<td>0.60</td>
<td>-3.89**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPT-3</td>
<td>10</td>
<td>5.78</td>
<td>0.81</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The observed difference in composition supports these findings and could be contributing to GPT-3’s success. Further research on a larger sample of messages is required to more specifically isolate and analyze the difference between GPT-3 and CDC messaging.

These differences in the linguistic composition of GPT-3 and CDC messages suggest that GPT-3 is effectively able to generate content that resonates with public audiences. This may be explained by its ability to broadly draw upon and synthesize data directly from these audiences, including more casual forms of language, such as language data from the Internet, to generate content that is less formal and more casual than the CDC messages. AI models that are trained on trillions of words taken from the Internet may be better able to capture and leverage linguistic and thematic trends that appeal to a broader set of audiences by mimicking popular content, including their structure and styling.

As expected, our results also demonstrate that political beliefs, age, and education are key demographic differences related to how favorably individuals rate messages. These differences are consistent across both the CDC condition and the GPT-3 condition, suggesting that participants’ demographic characteristics were not driving the finding that the GPT-3 messages outperformed the CDC messages.
6 STUDY 3: MESSAGE SOURCE AND PERCEIVED QUALITY

Building upon Study 2, which presented messages to participants without source attribution, Study 3 examines the role of message source, a well-known factor that influences message perceptions. The source of a message, including a source’s reputation, credibility, and expertise, significantly impacts how a message is perceived [23, 90]. This is also true in the case of vaccination campaigns, which is one reason that the CDC and prominent public health officials play a major role in vaccination messaging. Individuals cite doctors and the CDC among their preferred sources for reliable vaccination information during COVID-19 [65]. As an emerging technology, people tend to have a limited understanding of AI and generally hold a negative view of AI’s role in human communication (e.g., [39, 42, 43]). Given that Study 2 examined how people rate AI-written and human-written vaccination messages without any source context, an important question is whether source labeling affects message interpretation for AI-generated messages. Here, we refer to “actual source” as the entity that created the message (e.g., the CDC or GPT-3), and to “labeled source” as the label displayed to participants indicating the source of the message.

Prior research suggests that doctors and the CDC are among the most trusted health information sources during the COVID-19 pandemic [29, 65]. Thus, we assessed ratings of CDC and GPT-3 created messages with a manipulated source label displayed: 1) doctor, 2) CDC, 3) Artificial Intelligence, or 4) no source label (as the control). The messages were the same as those used in Study 2 and were created by either the CDC or GPT-3.

Our first objective for Study 3 was to replicate the findings from Study 2 that showed that, contrary to our initial expectations, GPT-3-generated messages were rated as having stronger arguments, being more effective, and perceived more positively than CDC-written messages. A comparison of the control conditions across actual sources (CDC vs. GPT-3) represents a direct replication of Study 1.

Our next objective was to examine how actual source (CDC vs. GPT-3) and labeled source (CDC, GPT-3, doctor, control) influenced perceptions of argument strength, effectiveness, and attitude toward vaccination. Existing research demonstrates that source and source credibility significantly affect psychological and behavioral outcomes. In the context of AI news generation, AI credibility perceptions are positively related to individuals’ social trust and public discussion frequency [50], as well as individuals’ social media usage habits [38]. Relating to chatbots, perceptions of credibility are positively affected by literacy and user trust [83]. Such factors provide insight to psychological processes affecting AI perceptions, and these AI perceptions vary by individual preferences and circumstances. Given that doctors and the CDC are among the most trusted vaccination sources during the COVID-19 pandemic [65], we expected messages labeled as coming from the CDC and doctors to be perceived of higher quality than messages from AI. Thus, we hypothesize the following source effects:

H3: Participants will rate messages from the CDC and doctor sources more highly on perceived message quality and attitude than the messages from AI sources.

RQ1: Are there interaction effects between the creator of the messages and the source of the messages?

Finally, we are interested in individual differences in trust. The public’s trust in public health organizations and communicators is essential to encouraging desired behavioral outcomes [19, 90]. In this study, we measure trust [87] associated with each source to compare trust in AI versus prominent public health communicators. We ask how message ratings differ based on source labels and the moderating role of trust.

RQ2: How does trust moderate the message effects?
6.1 Method

The number of participants was determined through power analysis for an F test with an effect size of 0.2, power of 0.8, alpha of 0.05, numerator degrees of freedom of 10, and 8 groups. The resulting required minimum sample size was 416. Since the unvaccinated population was the population we were most interested in regarding the effects of the messaging, we calculated the effect size using the sample size of possible unvaccinated participants. Based on the results of Study 2, approximately one-third of the total population was not vaccinated; the resulting sample size is 416 * 3 = 1248 respondents. We recruited 1600 respondents anticipating removal of low quality data and respondents who failed the manipulation check of correctly identifying sources. The study was approved by the university IRB (IRB # 51574). After reviewing a consent form and giving their consent, participants started the study. Each participant was paid 75 cents for their participation.

6.1.1 Manipulation Check. We asked participants to write down the source of the message they reviewed as a manipulation check. One hundred and twenty participants failed to identify the correct source of the message and were excluded from the dataset.

6.1.2 Participants. We recruited mTurkers who completed more than 5000 hits and who had an approval rate of 95% and above to participate in our study. Sixteen hundred and thirty-three mTurkers participated. We excluded 120 participants who failed the manipulation check and 17 participants who completed the study in less than a minute. The final sample size was 1496 (49.4% female), 31.9% of the participants were between the age of 35-44, followed by 45-59 (27.5%), 25-34 (26.7%), 60-69 (8.1%), 18-24 (3%), and 70-79 (2.5%). The majority of the participants were White, followed by African American (9.2%), Asian (8.3%), Latinos (4.7%), and others (2.4%). 43.5% of the participants had a Bachelor’s degree, followed by high school graduates (24%), Associate degree in college (14.6%), Master’s degree (13.8%), Ph.D. or higher (2.3%), and others (1.7%).

6.1.3 Procedure. We used a 4 (labeled source: CDC, Doctor, GPT-3, control) by 2 (actual source: CDC vs. GPT-3) between-subjects experimental design. Participants were randomly assigned to review one message generated by GPT-3 or the CDC, and the message was presented along with one of the four labeled source conditions: "AI (Artificial Intelligence)", "CDC (Centers for Disease Control and Prevention)", "Doctor", or source was not mentioned as a control condition. The vaccination messages from Study 2 were used. These messages were slightly adapted to be entirely independent of source (e.g., links to additional CDC information and CDC hashtags were removed).

6.1.4 Measures. The scales for perceived message effectiveness, perceived argument strength, and attitudes used in Study 2 were again used as indicators of message quality. We also used an adapted measure of trustworthiness (based on Soh [87]) to measure trustworthiness with the following statements on 5-point scales ("strongly disagree" to "strongly agree"): "I trust CDC/doctors/AI", "I have confidence in CDC/doctors/AI", "It’s safe to trust CDC/doctors/AI" (M = 3.60, SD = 1.05, alpha = .97).

6.2 Results & Discussion

We first examined whether the results from Study 2 were replicated, in which GPT-3 messages had higher ratings of argument strength, perceived message effectiveness, and more positive attitudes than CDC messages. We analyzed the data from conditions without source labels. The results from the present study replicated those from Study 2: GPT-3
Table 7. Message ratings by source and creator

<table>
<thead>
<tr>
<th>Actual</th>
<th>CDC</th>
<th>GPT-3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Labeled</td>
<td></td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>Msg. Eff.</td>
<td>3.59</td>
<td>0.87</td>
</tr>
<tr>
<td>Arg. Str.</td>
<td>3.82</td>
<td>0.94</td>
</tr>
<tr>
<td>Attitude</td>
<td>2.76</td>
<td>2.13</td>
</tr>
</tbody>
</table>

messages relative to CDC messages were once again perceived as having higher argument strength, $t(435) = -3.48$, $p < .001$, as more effective, $t(441) = -2.03$, $p < .05$, and as evoking more positive attitudes $t(440) = -2.36$, $p < .05$.

We then explored the impact of labeled source (the CDC, doctors, AI, and none) to test H3, which predicts that participants will rate messages from the CDC and doctor sources more highly than the messages from AI sources. The results revealed that there was a significant effect of labeled source for argument strength, $F(3, 1461) = 2.85$, $p < .05$, and message effectiveness, $F(3, 1468) = 2.70$, $p < .05$. AI-labeled messages were perceived less positively compared to CDC-labeled messages [argument strength: $t(709) = -2.77$, $p < .01$; message effectiveness: $t(722) = -2.56$, $p < .05$] and messages without labels [argument strength: $t(801) = -2.15$, $p < .05$; message effectiveness: $t(810) = -2.23$, $p < .05$]. These data partially confirm H3. Messages labeled with the CDC as the source were perceived more positively than AI sources and no source, although the doctor source was not more effective than AI or the control sources.

Regarding RQ1, the interaction between actual source and labeled source was significant [argument strength: $F(3, 1461) = 3.10$, $p < .05$; message effectiveness $F(3, 1461) = 2.68$, $p < .05$]. GPT-3-created messages without a label were rated as having higher quality than CDC-created messages with an AI label [argument strength: $t(405) = 3.17$, $p < .01$; message effectiveness, $t(396) = 3.52$, $p < .001$] or without a label [argument strength $t(435) = 3.48$, $p < .001$] and GPT-3-created messages with an AI label [argument strength $t(392) = 3.50$, $p < .001$]. Regarding attitudes, participants’ ratings are similar across all conditions. As such, H3 was partially supported. Overall, participants rated GPT-3-created messages higher than CDC-created messages, except when the message was actually labeled as from an AI source. Participants also rated messages labeled as from the CDC higher than messages labeled from GPT-3. That is, our participants displayed a preference for AI written messages but a dispreference for messages labeled as sourced from AI (see Table 7).

RQ2 explored a possible moderating role of trustworthiness. We first conducted a one-way ANOVA to explore people’s trust towards the CDC, doctors, and AI. The results showed that people trust doctors ($M = 3.98$, $SE = .05$) significantly more than they trust the CDC ($M = 3.77$, $SE = .06$) and AI ($M = 3.10$, $SE = .05$), while they trust AI significantly less than the CDC and the doctors [$F(2, 1048) = 76.51$, $p < .001$]. Refer to Table 8 for message ratings.

We added trustworthiness as a covariate and ran two-way (source by content creator) ANOVA for each of the outcome variables. For each of the variables, the main effect of source was significant (all $p’s < .001$) [argument strength: $F(2, 1024) = 11.29$; message effectiveness: $F(2, 1043) = 14.12$; attitudes: $F(2, 1034) = 69.88$], with AI-labeled source messages rated as having higher perceived strength, higher message effectiveness, and the most positive attitude toward vaccination relative to CDC or doctor-labeled source messages (all $p’s < .001$). This pattern of results indicates that a lack of trust in AI as a source can explain why our participants had a dispreference for AI-labeled messages.

Overall, Study 3 replicated the findings from Study 2, finding that GPT-3 messages again received higher ratings than CDC messages for message effectiveness, argument strength, and attitude positivity. Study 3 also revealed the impact
Table 8. Message ratings with trustworthiness as a covariate

<table>
<thead>
<tr>
<th>Labeled Source</th>
<th>Doctors</th>
<th>CDC</th>
<th>AI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SE</td>
<td>M</td>
</tr>
<tr>
<td>Trust</td>
<td>3.98</td>
<td>.05</td>
<td>3.77</td>
</tr>
<tr>
<td>Message Effectiveness</td>
<td>3.27</td>
<td>.05</td>
<td>3.46</td>
</tr>
<tr>
<td>Argument Strength</td>
<td>3.52</td>
<td>.04</td>
<td>3.71</td>
</tr>
<tr>
<td>Attitude</td>
<td>2.14</td>
<td>.10</td>
<td>2.41</td>
</tr>
</tbody>
</table>

of source on message ratings—messages from human sources, doctors, followed by the CDC, received higher ratings. Despite the effectiveness of AI-generated messages, AI-labeled messages received lower ratings. However, independent of source labels, AI-generated messages achieved higher ratings (Studies 2 and 3), and when controlling for trust, messages with AI as the source received higher ratings. This finding suggests that respondents interpreted AI-labeled messages to be of substantive quality but assigned lower ratings to messages with AI labeled as the source due to lower trust in AI for vaccination information. This relationship between source factors and message interpretation is consistent with previous findings [43, 90].

As AI becomes increasingly integrated with communications efforts, organizations can disseminate AI-generated messages either with themselves or AI cited as the source. Practitioners and scholars will need to determine how to ascribe ownership and responsibility for these messages. Practitioners should also determine context-specific trusted sources for releasing messages, as optimal sources will vary by campaign and target audiences. These results may change as individuals become more familiar with AI technologies and these technologies improve in performance, in which case individuals may gain trust in AI [85].

7 GENERAL DISCUSSION

Together, these three studies provide an exploratory analysis of AI in public health message generation, characterizing AI output (Study 1) and examining human perceptions to human-authored and AI-generated content without and with source labels (Studies 2 and 3). These three studies applied GPT-3, a state-of-the-art LLM, in the context of public health messaging, demonstrating that such technology can generate high-quality persuasive content. Furthermore, we assessed how online users perceive such content—GPT-3’s most effective output was able to outperform CDC messages. These studies 1) highlight the potential contribution of using GPT-3 in public health communication, 2) provide methods for assessing the persuasive quality of model-generated messages, 3) suggest that the displayed source will affect how they are perceived, and 4) provide guidance for public health communication practitioners on how LLMs may augment their messaging workflows. Our findings demonstrate that models such as GPT-3 can be useful tools in augmenting content generation, but given the model’s inconsistent message generation quality, only under systematic human review.

In addition to contributions to public health strategy, this research also supports the larger body of human-AI research. Gaps identified by Lai et. al. [48] include the misalignment between tasks assessing AI capabilities and realistic tasks for usage of AI tools, especially for deep learning models. Furthermore, previous literature primarily focuses upon communication on one-on-one contexts, such as chatbot interactions, rather than development of content for more general audiences. This series of studies addresses these gaps by evaluating LLM performance in communication workflows through a practical, real-world application, providing insight to the performance of a state-of-the-art deep learning model and assessing perception from a mass communication perspective.
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7.1 Potential for AI in Public Health Messaging

GPT-3’s performance in comparison to CDC content reveals that LLMs have the potential to support existing creative processes and content development workflows in collaboration with human practitioners. With the unique ability to draw upon massive amounts of textual data, LLMs are able to synthesize extensive, diverse sources in content generation almost instantly in contrast to existing workflows, which require extensive, expensive consumer research processes [61]. This synthesis enables such models to potentially expedite this consumer research process and develop content reflecting public language and sentiments. Furthermore, this access to data allows GPT-3 to linguistically mimic data from public discourse, which our language results from Study 2 suggest should allow it to generate content in a conversational tone that resonates with audiences. GPT-3 can be adopted to mediate public health messaging by quickly generating message drafts which practitioners then refine for accuracy, relevance, and the appropriate call to action. Examining generated prompts may provide practitioners with valuable examples of potential messaging strategies, aiding the creative development process.

Although prompt development can take a significant amount of time, once effective prompts have been identified, GPT-3 can easily generate a large number of unique messages. Furthermore, prompts can be developed for a variety of tasks, such as creating more targeted messages. Although the idea of creating and disseminating personalized messages at scale is counterintuitive, such content-generation technology would allow communication practitioners to create diverse content, and they can tailor this content toward individuals [15, 92]. As GPT-3 and similar models for content generation continue to improve, they will enable communication practitioners in creating targeted messages at scale. Thus, future research can explore GPT-3’s ability to generate targeted content and the effectiveness of targeted messages.

Our results highlight, however, that substantial human review is required for LLMs to produce high quality and effective messages. GPT-3’s message generation was inconsistent, indicating that an automation approach for LLMs in public health communication is unlikely to be successful. Instead, our pattern of results argues for an augmentation approach for LLMs in this context, with an interactive process involving human review.

Indeed, with LLMs’ capacity for prolific copy generation, misinformation and disinformation are a significant concern. Because GPT-3 was trained on information from the internet, biased and incorrect information is part of the model’s training base [1]. Research demonstrates that larger models achieve lower levels of output accuracy, tending to mimic common misconceptions [37, 53]. NaturalQS, a performance evaluation dataset testing the model’s ability to answer questions such as those entered in search engines, is an indicator of factual accuracy. On this assessment, GPT-3 underperforms in comparison to RAG, another recently developed model which relies on fine-tuning [52], with the models achieving scores of 29.9 and 44.5 respectively [46]. This production of factually inaccurate text raises serious concerns of misinformation generation [25]. In fact, OpenAI notes their concern of GPT-3 being used for malicious purposes [74] and prior research demonstrates GPT-3’s ability to create disinformation at scale [9]. Taken together with the results from Study 1, research to date highlights an augmentation approach for LLMs in public health messaging, and reiterates the necessity for human review of content created by GPT-3.

With appropriate human review, future LLMs can strengthen model performance by refining training data, ensuring that the data is high quality, up-to-date, and does not reflect systemic biases, as the training data directly contributes to model output. Specifically, by developing models that are able to draw upon more current data (rather than data from 2016-2019), AI models can better capture and leverage linguistic and thematic trends (e.g., mimicking a popular content structure, phrase, or meme) to appeal to specific audiences. With the transition to short format video in social media, rich content will become available in non-verbal formats, such as TikTok videos (which are dominated by trends).
future models can be developed and trained on multimodal data sources. These new models could augment public health messaging by generating novel content with more current data on linguistic trends.

7.2 Ethical considerations and implications

Future applications for LLM augmentation in messaging (and specifically, public health messaging) should be analyzed through both practical and ethical lenses. Are models able to create accurate and appropriate content that meaningfully appeals to a specific recipient? The release of inappropriate content in such a high-stakes context could contribute to misinformation, confusion, or offense, with severe consequences at a societal and national level. Another important question that emerges from an ethical lens is as messages become more personalized, at what point is the messaging persuasive versus manipulative? While public health practitioners seek to encourage positive health outcomes, it is important for content to remain factual and truthful. While professionals distinguish between persuasive and manipulative or misleading messaging, AI has not been developed to distinguish between these modes and thus may cross the line from persuasion to manipulation.

LLMs can also be explicitly misused to create disinformation campaigns with cheaply developed, personalized content. Malicious content creation can include manipulation of niche audience segments through targeted campaigns, harassment of individuals [5], or targeting based upon stereotypes or offensive language. Divisive misuse could contribute to future societal wedging and intercultural tensions [9]. As public health officials leveraging LLMs in communication seek to minimize the risk of misinformation and malicious messaging, important guidelines for ethical content development and publication will rely upon systematic human review for the foreseeable future. Human review will require practitioners who are thoroughly skilled in multicultural communication and trained to understand the ethical dimensions concerning the AI technology, allowing them to better anticipate and correct problematic output.

Indeed, training that includes ethical considerations related to AI implementation and adaptation will be critical. Challenges in AI include those related to equity and bias (e.g., [16, 17, 33]), user privacy (e.g., [6]), algorithmic transparency and explainability ([32, 51]), information and misinformation [9], and the implications of these systems online and offline (e.g., [64]). Furthermore, practitioners face ethical challenges specifically for AI in healthcare and health communication, especially given its high-stakes nature (e.g., [14, 22, 68, 69]. Developing such training for public health communication regarding ethical use and potential misuse, given the important role our results suggest for human oversight of AI, are of paramount importance.

7.3 Limitations

The present research suffers from several important limitations. First, GPT-3’s performance was assessed for a topic it was not trained on; due to its training data (internet data from 2016-2019), it was unfamiliar with COVID-19-specific information. While this provides insight for how such models can perform when writing about unknown topics, future research can assess how GPT-3 and human-authored content compare when discussing a topic within the scope of its training. Second, this research focused solely on how unaltered GPT-3 output compared to CDC messages. Research points to the importance of human editing and refinement of drafts by GPT-3 in a more iterative and collaborative process [9, 25]. Further research can assess how human-AI collaboratively generated content is perceived in comparison to purely human-written or model-generated content. Third, this research was focused on purely textual messages. Future research can explore the performance of model-generated content when leveraged in other forms of communication, such as captioning or discussing images or videos in a public health campaign. Finally, this research analyzed single assessments of vaccine messages well after COVID-19 messaging conventions were established. Because raters had
likely been exposed to many messages by the time they rated these messages, their responses reflect perceptions of message congruency related to vaccine message expectations. Future research could analyze the impact of official messages versus model-generated messages at other phases in a crisis’ development, such as at the onset, providing insight into how artificial intelligence could shift the trajectory of subsequent messaging.

Our record of GPT-3 prompts, request parameters, and the corresponding completions proved useful in analysis of GPT-3’s output. In future research assessing generative outputs of language models, we recommend keeping a record of the prompts, request parameters, and corresponding completion or completions (if multiple iterations). Such documentation will provide clarity to the relationship between prompts and model output, allowing further analysis of the body as well as the holistic quality of the output; these records will be helpful in future prompt design and parameter optimization efforts.

8 CONCLUSION

These findings suggest that GPT-3 and similar natural language models have the potential to augment public health communication, such as COVID-19 vaccination, under conditions of human review. We observed that GPT-3 produces messages of inconsistent quality, but that the best of those messages can be leveraged to create high quality public health messages that individuals perceive as effective and persuasive, even relative to CDC messaging, and this effect holds across demographic groups. We also found that the perceived source of a message matters, with participants displaying a dispreference for AI-labeled public health messages, suggesting that how messages are framed when AI is involved in message development will be important. Taken together, our results across three studies suggest that, with human oversight, AI has the potential to contribute to public health communication workflows to effectively and efficiently develop strategic communication campaigns.
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A SETTING REQUEST PARAMETERS

GPT-3 request parameters include: engine (for API requests; different engines have different capabilities), response length (maximum number of tokens, or words), temperature (amount of randomness in completions), top P (number of alternatives considered), frequency penalty (penalizes token repetition), presence penalty (penalizes if token previously appears), and best of (selects the best of multiple completions). Tokens are commonly occurring subsets of words, averaging about 4 characters in length. To set the parameters, we began with OpenAI’s default values for each parameter and adjusted them based on qualitative observation of the output. The final request parameters for our prompts were: response length as 135 (to control for message length), and temperature as 0.8 [76], frequency penalty as 0.5; other request parameters remained at their default values.

B STIMULI MESSAGES

B.1 Curated GPT-3-Generated Messages

- The most important thing you can do to protect yourself and those around you from the coronavirus is to get the vaccine as soon as possible. The sooner you get vaccinated, the sooner you can start to do things that you may not have been able to do before—like travel, attend work or school, go out in public, visit friends or family, etc. The best time to get vaccinated is now!
- The COVID-19 virus can cause serious illness, disability, or death. To protect your loved ones, get the vaccine.
- COVID-19 is a serious threat to our health. The best way to protect the health of you and your community is to get vaccinated.
- If you get a coronavirus vaccine, you will be taking a step to protect yourself from the coronavirus. The vaccines have been proven safe and effective. Vaccines work by spurring your body’s immune system into action. Your immune system protects your body from germs that can make you sick. After getting vaccinated against the coronavirus, your immune system will start making antibodies to fight it off. If you ever come in contact with the coronavirus, your antibodies will go to work right away, so that you don’t get sick.
- Your voice matters: Be a part of the effort to stop this outbreak. Don’t become ill with the coronavirus or put others at risk. Get a coronavirus vaccine today.
- Be the first to vaccinate. When you get vaccinated, you’re helping to protect your community and your family. The vaccine may help protect people around you who don’t get a vaccine. What you do makes a difference. Get vaccinated now.
- Imagine, everyone in your community getting a COVID-19 vaccine. You are safer and healthier. And even more importantly, your community of loved ones is safe and healthy.
- Like most other vaccines, coronavirus vaccines are designed to stimulate the body’s immune system. The immune system is the body’s natural defence against disease and infection that prevents these from becoming a problem. The coronavirus vaccine is designed to protect people who have never been exposed to the virus before while also providing protection for those who have been vaccinated in the past but are again at risk. The coronavirus vaccine is an immunization that protects the carrier from contracting a virus known as coronavirus or from spreading it to others. Coronavirus is a virus that causes serious infections, including severe pneumonia and sometimes even death.
- The most important thing you can do to help stop the spread of COVID-19 is to get vaccinated against COVID-19. Vaccines are the safest and most effective way to prevent COVID-19.
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While no vaccine can guarantee complete protection, CDC and FDA continue to monitor the safety of all COVID-19 vaccines. If you are vaccinated, you can decrease your risk of getting sick with COVID-19.

B.2 Sample CDC Messages

- Two of the COVID-19 vaccines authorized for use in the United States use mRNA. mRNA COVID-19 vaccines teach our cells how to make a piece of a protein to trigger an immune response and build immunity to the virus that causes COVID-19. mRNA does not affect or interact with a person’s DNA and the cell breaks down and gets rid of the mRNA as soon as it is finished using the instructions.
- You may have symptoms like a fever after you get a COVID19 vaccine. This is normal and a sign that your immune system is learning how to recognize and fight the virus that causes COVID-19.
- How many people need to get a COVID19 vaccine for population immunity? When enough people in a community are protected from getting a disease – because they’ve already had the disease or they’ve been vaccinated – that makes it harder for the disease to spread from person to person. This is known as population immunity, and it even protects those who cannot be vaccinated, like newborns. While experts don’t yet know what percentage of people would need to get vaccinated to achieve population immunity, vaccination is a safer way to build protection than getting sick with COVID-19.
- While getting COVID-19 may offer some natural protection or immunity, the risk of severe illness and death from COVID-19 far outweighs any benefits of natural immunity. Getting a COVID-19 vaccine will help protect you without having to be sick.
- COVID-19 vaccination helps keep you from getting COVID-19. The vaccines currently available in the United States are effective at preventing COVID-19, and are important tools to stop the pandemic.
- As of July 26, 2021, more than 188.7 million people, or about 56.8% of the U.S. population, have received at least one dose of a #COVID19 vaccine. Of those, 163.2 million, or about half of the population, are fully vaccinated. COVID-19 vaccines are safe and effective at preventing COVID-19, especially severe illness and death. For more COVID-19 vaccination data, visit http://bit.ly/CDT_vaccine.
- You’re fully vaccinated 2 weeks after getting your last #COVID19 vaccine. Get vaccinated as soon as you can so you can get back to doing the things you love. Get vaccinated.
- The Delta variant is spreading rapidly in unvaccinated populations. Don’t let Delta and other variants stop our progress in the fight against #COVID19. Get vaccinated and do your part to put COVID-19 in the past.
- COVID19 cases, hospitalizations, and deaths are once again going up across the United States. This is due, in part, to the spread of the B.1.617.2 (Delta) variant, accounting for more than 80% of COVID-19 cases. With highly effective vaccines, COVID-19 is now a preventable disease. Read more about COVID-19 trends, variants, and the importance of getting vaccinated in the COVID Data Tracker Weekly Review: http://bit.ly/CDTweeklyreview
- The amount of information—and misinformation—about #COVID19 vaccines can be overwhelming. Help your friends and family who have questions about the vaccines by listening to their concerns without judgment. Identify the root of their concerns. Acknowledge their emotions so they know they’ve been heard. More: https://bit.ly/talkvaccines.
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