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Figure 1: Our system, Kiki’s Adventure, is a mobile app that uses narrative to engage fourth, fifth, and sixth graders in outdoor
learning. In the leftmost image, a participant interacts with the outside world while using Kiki’s Adventure. The leftmost
screenshot portrays Kiki, the virtual koala, on a static background (narrative-only system variant). The middle screenshot
depicts Kiki asking for help finding a eucalyptus tree in the real world, an interaction that happened in both system variants. In
the screenshot on the right, augmented reality (AR) is used to put Kiki and Coco, another virtual koala, on the tree (augmented
reality and computer vision variant)
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ABSTRACT
Outdoor learning experiences, such as field trips, can improve chil-
dren’s science achievement and engagement, but these experiences
are often difficult to deliver without extensive support. Narrative in
educational experiences can provide needed structure, while also
increasing engagement. We created a narrative-based, mobile ap-
plication to investigate how to guide young learners in interacting
with their local, outdoor environment. In a second variant, we added
augmented reality and image classification to explore the value of
these features. A study (𝑛 = 44) found that participants using our
system demonstrated learning gains and found the experience en-
gaging. Our findings identified several major themes, including
participant excitement for hands-on interactions with nature, cu-
riosity about the characters, and enthusiasm toward typing their
thoughts and observations. We offer a set of design implications
for supporting narrative-based, outdoor learning with immersive
technology.
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1 INTRODUCTION
Prior research shows that most learning happens outside of formal
learning environments, such as schools [8]. Even children in K-12
schools spend the majority of their time outside of the classroom,
with some estimates putting the number at above 80% [8]. This
presents a promising opportunity for developing learning tools
to support learning outside the classroom. For example, we are
surrounded by natural environments—excellent spaces for teaching
subjects like biology and ecology. Trees, flowers, and wild animals,
all readily available outdoors, can be used to make abstract scientific
concepts in these subjects more concrete. Outdoor learning can
also help increase students’ interest in science [18] and feelings of
connection to nature [32].
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Despite the many benefits of outdoor learning, it is often dif-
ficult to implement in practice. Elementary school teachers are
constrained by the heavy content demands of curriculum require-
ments and by limited time, making it difficult to carry out outdoor
learning activities [7]. For outdoor learning, the widespread use
of mobile devices, such as smartphones, can enable self-directed,
readily-accessible educational experiences [43].

One way to provide structure to learning when outside the
classroom is through narrative. Narrative-based learning has been
shown to improve engagement and learning gains [53], and tech-
nology can be used to harness the power of narrative towards
providing structure for outdoor learning. Moreover, recent tech-
nological advances make it possible to use augmented reality (AR)
and context-aware technology like computer vision (CV) in mobile
devices to interpret a user’s surroundings and use this data to guide
the learner in understanding the world around them. However,
there is limited research about how to effectively integrate outdoor
learning, narrative, and these immersive technologies. The goal of
the research described here is to address this gap by investi-
gating how narrative-based mobile applications could guide
young learners to learn about and engage with their local,
outdoor environment. A secondary goal is to explore how
integrating immersive technologies like AR and CV might
support these activities.

We created a narrative-based mobile application to teach fourth
through sixth graders about a tree common in their local area:
the eucalyptus tree, which has a rich history and is the subject of
active debate. These grade levels were chosen because the ecological
concepts relating to eucalyptus best matched the science standards
for fourth through sixth grade. In our app, the learner meets a
virtual koala named Kiki, who needs the learner’s help to find a
real eucalyptus tree. This sparks an adventure where the learner
investigates the characteristics of eucalyptus trees, learns about
their local history, and eventually weighs in on the ecological debate
surrounding them.

To explore the potential benefits of immersive technologies that
can understand and interact with the real world for outdoor learn-
ing, we also built a second variant of the app with CV (specifically,
image classification) and AR. This variant had two aims. The pri-
mary aim was to enable a design exploration of newer features
and tradeoffs. The secondary aim was to generate preliminary data
for a formal comparison in the future. We compared the two app
variants using the same criteria using pre- and post-intervention
questionnaires in a between-subjects exploratory study.
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We investigate three main research questions:

RQ1: How do narrative, AR, and context-aware technology affect
learning gains, engagement, and attitudes towards science,
technology, and nature?

RQ2: How do fourth, fifth, and sixth graders interact with this
technology (both the narrative-only and CV+AR variants)
in an outdoor learning environment? What do they like and
dislike about the experience?

RQ3: What are the opportunities and challenges of combining
narrative, AR, and context-aware technology for outdoor
learning?

We make three major contributions to the literature. First, we
contribute the system with two variants used in our study for
self-directed, narrative-based outdoor learning. Second, we provide
quantitative and qualitative results from an exploratory study inves-
tigating how immersive educational technology is used by fourth,
fifth, and sixth graders. We find that participants experienced learn-
ing gains and an upward shift in pro-environmental attitudes, and
perceived the educational experience as engaging. Qualitative find-
ings reveal that learners enjoyed interacting with the characters in
the narrative, were surprised and excited by the hands-on and mul-
tisensory activities in our apps, and were enthusiastic about typing
their thoughts and observations about nature. Third, we offer a
set of design implications for supporting narrative-based, outdoor
learning with immersive technology, such as the need to script
learners’ movements when embedding such technology within a
physical space. As a whole, our study’s artifacts and findings set a
foundation for building self-directed and scalable outdoor lessons
to supplement existing science education without overburdening
schools and teachers.

In this paper, we first situate our study within the existing litera-
ture, describing the learning theories we build upon and the related
work we contribute to. We then explain our design process—how
we developed the learning content and narrative. We describe our
system in detail, documenting the core features such as dialogue,
in-app interactivity, and the CV and AR features. We detail our
methods, share our findings, and discuss their implications.

2 RELATEDWORK
Here we first describe the theories of learning that informed our
artifact and study design. Next, we situate our work within existing
research on narrative. We then survey existing work that measures
the impact of outdoor learning, and technologies that have been
used to guide outdoor learning, including AR. We highlight how
our work is unique in that our system combines narrative-based
and outdoor learning.

2.1 Relevant Theories of Learning and
Education

Experiential learning is the process of learning through hands-on
activities followed by reflective observation and abstract conceptu-
alization. It has been applied in outdoor environments to increase
students’ learning and engagement [11, 27, 29]. Place-based learn-
ing, which increases the relevancy of students’ learning by empha-
sizing the connection between scientific concepts and a learner’s

local community and environment [57], can further increase en-
gagement [58, 67]. Technology can support place-based learning
by drawing a learner’s attention to how aspects of their location
are relevant to specific fields of knowledge [66]. Our study design
builds on the theories of experiential and place-based learning to
deliver a locally-relevant, hands-on, interactive lesson.

2.2 Narrative-Based Learning
Our work extends existing lines of research on narrative-based
learning materials, which embed educational content inside fic-
tional or non-fictional stories. This creates a framing device where
readers learn by progressing through a narrative. Research has
found that including narrative elements in science education can
help students retain facts [41]. Additionally narrative elements can
help with 21st century skills (i.e., critical thinking, collaboration,
creativity) [50] and provide cognitive support [13, 44]. Narrative
can also produce an increased level of immersion, helping learners
focus and stay engaged [35, 38, 39]. Recent work on educational
escape rooms, for example, has explored combining digital technolo-
gies with narrative to engage learners and encourage collaborative
problem solving [36]. However, other work has found that narrative-
based learning may be ineffective in certain scenarios. For example,
because the overall content is longer, learners may ignore parts of
the narrative or educational content [19].

This points to a need for careful work to examine whether a
particular narrative is appropriate for the learning domain in which
it is deployed. Critical narrative elements include a clear storyline
design [1, 65], and character design [13], all of which we incorpo-
rate into the narrative we developed for this study. Recent research
in HCI has investigated how insights from narratology can be
used to craft narratives that promote engagement with technology
[40]. Like research on narrative-based learning in general, research
on narrative-based educational technologies has shown mixed re-
sults, due in part to the cost and difficulty of creating educational
technology systems [39, 53]. Some studies indicate that learning
gains from narrative-based technologies are non-significant [1, 65],
whereas others seem to indicate strong learning gains [12, 47, 53].
Our project extends this past research by investigating how a fic-
tional narrative can support learners in the specific context of
outdoor learning.

2.3 Outdoor Learning
Outdoor learning experiences enable children to learn while inter-
acting with the outdoor environment. Prior work has demonstrated
that outdoor learning experiences can positively impact children’s
science achievement, engagement in learning, environmental at-
titudes, and connection to nature [14, 20, 29, 32, 51] with mixed
results regarding their impact on self-efficacy [21, 60]. Moreover,
several studies have shown that the benefits of outdoor learning
may be more pronounced for students who are traditionally under-
represented in science [21, 60]. Our study relies on the widespread
availability of mobile devices and the power of narrative to build a
system that will eventually allow us to deliver self-directed, outdoor
learning at scale.
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2.4 Outdoor Learning Driven by Context-Aware
Technology

Digital technologies are being increasingly used to augment and
scaffold children’s outdoor science learning experiences and have
led to improved learning outcomes, including increased interpre-
tation, reflection, and analysis among students [9, 11, 37, 52, 68].
Some prior work has relied on strategic placement of devices or
scannable visual markers (such as QR codes) that trigger content
and digital augmentations at specific locations to create a context-
aware, outdoor learning experience. For instance, in the Ambient
Wood project, students explored a woodland area while interact-
ing with a variety of devices, including personal digital assistants,
probes, and periscopes [52]. These devices enabled the students to
read environmental data and receive images and audio information
triggered at particular locations. Chien and colleagues [11] devel-
oped a mobile augmented reality system that used scannable codes
to trigger 3D models of corresponding plant species.

While the context-aware technologies used in these outdoor
learning experiences had a positive impact on students’ learning
outcomes, such experiences require others to equip the environment
in advance with additional hardware devices or scannable visual
markers. These dependencies would complicate attempts to enable
self-directed, accessible learning and to replicate such experiences
at scale.

Several smartphone applications leverage image classification
to identify plants and animals in the photos taken by users and
provide corresponding educational content [33, 45, 46]. These apps
provide context-sensitive, educational content in outdoor settings
without the need for strategically placed devices or markers or con-
tent triggered by geolocation. However, these apps are designed for
a general audience rather than being catered towards children. Fur-
thermore, their educational content does not go much deeper than
providing factual information. Our study builds on and contributes
to this prior work by developing an image classification pipeline to
identify eucalyptus trees and accordingly trigger context-sensitive
feedback while providing a rich learning experience within a stan-
dalone educational app designed for children.

2.5 Augmented Reality in Education
AR has been used in children’s education in a variety of fields,
including physics [17], mathematics [30], and ecology education
[15]. Prior work demonstrates that AR can be used in outdoor sci-
ence education to increase learning outcomes, motivation, engage-
ment, positive emotions, and levels of immersion among students
[11, 15, 22, 43, 61]. In addition, research has found that embedding
educational AR activities within a larger narrative or supplementing
the activities with guided commentary improves learning gains and
engagement [23, 27, 30]. For example, Huang et al. [27] found that
middle school students who had access to AR activities providing
rich information about plants in a botanical garden, supplemented
by guided commentary, achieved improved learning gains com-
pared to students who had access only to the AR activities or only
to the guided commentary. Georgiou and Kyza [23] found that
when narrative-based, digital content was closely connected to the
learner’s physical space (e.g., via digital augmentations placed at

specific points of interest), participants experienced higher learn-
ing gains and feelings of immersion compared to a loosely-coupled
control. While some studies suggest that there is a positive re-
lationship between more immersive experiences and conceptual
understanding in science [22, 23], other studies have findings that
are inconclusive or illustrate a negative relationship [10, 55]. In
this work, we advance this research by building and evaluating a
variant of our app that contains AR features.

3 DESIGN PROCESS
First, we identified a set of core learning objectives that we wanted
our system to support. Then, we developed a feasibility prototype
targeted at adults with the help of industry partners to test features
and receive feedback, which we used to inform the design of the
final system. Finally, we brainstormed and designed the narrative
concurrently with the development of the final app.

3.1 Educational Content
For the educational content in our outdoor learning app, we targeted
ecology and plant biology.We chose to focus on plants because their
stationary nature makes it easier to design an interactive experience
around them. Also, there is a documented tendency to pay less
attention to plants despite their importance to the biosphere, a
phenomenon that has been termed “plant awareness disparity”
[48, 64], so engaging people to learn about plants is a worthwhile
endeavor.

Our app centers around eucalyptus trees because they are com-
mon in our area, have a rich history, and are the subject of ongoing
debate. This provided an effective foundation for delivering novel
and enriching content that aligns with Next Generation Science
Standards [59], and connects to local and current events that learn-
ers would recognize (i.e., wildfires).

To inform the design of our learning content, we used the cogni-
tive domain of the revised Bloom’s Taxonomy to articulate three
levels of learning and evidence of that learning: Remembering,
whereby the learner recalls verbatim facts they have heard; Under-
standing, whereby the learner constructs meaning by interpreting
information; and Application, whereby the learner uses informa-
tion in a new setting or applies the concept to new understandings
[2]. From there, we decided on the following learning objectives
for our app, which were selected to target different levels within
Bloom’s Taxonomy:

(1) Identify eucalyptus trees and distinguish them from other
trees.

(2) Understand the ecological and historical context of a local
plant.

(3) Give an example of howhuman activity affects natural ecosys-
tems and vice versa.

(4) Create an argument based on evidence (byweighing in on the
controversy surrounding the ecological role of eucalyptus
trees in the local area).

3.2 Feasibility Prototype
To explore the potential of immersive technologies for learning,
we first co-developed an app with industry partners to help adults
learn about eucalyptus trees that was feasible, viable, and desirable.
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Figure 2: Overview of our system design for the Narrative+CV+AR app variant. The participants interacts directly with the
app on the phone, which handles all the narrative and AR features, while image classification is performed on a server. The
Narrative-Only app shares the same infrastructure but does not use Niantic Lightship, nor does it upload photos to the server.

We built a high-fidelity prototype to explore the feasibility of vari-
ous features, including tree recognition, interactivity between the
digital and physical worlds, and a chatbot to respond to questions
the users might have. We tested this prototype with five adults
affiliated with our institution, selected via convenience sampling.
We found that the tree recognition, the interactivity between the
digital and physical worlds, and interaction with the real environ-
ment were the most engaging features, so we decided to focus on
these going forward.

3.3 Narrative Design
We used insights from our feasibility study, literature review, and
consulting with children in the target age, allowed us to come up
with the main requirements for the narrative. The two primary
requirements were for a main character the learner could relate
to and for the character’s quests to be connected to the learning
activities. With these requirements in mind, team members each
wrote at least one narrative for the lesson. We then collected a total
of nine possible narratives, and broke them apart by quest: reason
for the main character to be at the study location, main character’s
motivation, tree identification, history of the trees, connection to
wildfires, controversy surrounding the trees’ role in the wildfires,
and conclusion. Next, we discussed each quest and its relation to
the learning activities to identify the strengths of the various ideas
and then consolidated them into a cohesive narrative. For example,
we selected the idea that Kiki, the main character, was a koala who
lives in the virtual world and dreams of experiencing trees in the
real world as a way to connect the quest to the activities involving
augmented reality. Once we had a complete and cohesive story, we
tested and refined it as we developed our system.

3.4 Final Narrative
Our app takes participants through a lesson that follows a story
about a koala named Kiki who wants to learn about eucalyptus
trees in the local area. In the narrative, the learner meets Kiki, who
wishes to see what eucalyptus trees look like in the real world. Kiki
asks the learner to find a eucalyptus tree in real life, and the learner
interacts with the tree to learn more about its properties, such as its
smooth, peeling bark and long, oily leaves. The pair then encounter

another virtual koala, Coco, who has been living in the tree for
a few years. Coco teaches the learner about the history of how
eucalyptus trees arrived in the area. After the learner completes
more educational activities, Kiki and Coco get into a disagreement
about whether eucalyptus trees should be removed from the local
area, since they contribute to wildfires and are an invasive species.
The learner must choose one of the koalas to agree with or propose
their own idea. Finally, they assist Coco and Kiki in returning to
the virtual world.

In designing the narrative for Kiki’s Adventure, we built off prior
work that explored how theories from narratology might inform the
design of framing narratives in an HCI context [40]. In particular,
we found it important to include characters that learners could
form an emotional attachment to, leading us to add the characters
of Kiki and Coco. We include the storyboard for Kiki’s Adventure
in the Supplementary Material.

4 SYSTEM DESCRIPTION
In this section we describe the specific educational activities, ca-
pabilities, and technical implementation of the two variants of the
Kiki’s Adventure system. See Figure 2 for an overview.

4.1 Engine and Core Features
We developed our app in Unity, a popular cross-platform game
engine, and we deployed it to a mobile device. In this subsection,
we describe the components in the app common to both variants.

4.1.1 Dialogue. We implemented the narrative using a library
called Yarn Spinner [34], which simplifies the writing and inte-
gration of dialogue into Unity. We also recorded voiceover audio
for each line of Kiki’s and Coco’s dialogue. Our goal was to in-
crease accessibility by offering both text and audio options and to
encourage learners to look at the environment, rather than read
on the phone. Each voiceover line had to finish playing before
the learner could progress to the next line, to control for variable
reading speeds among participants.

4.1.2 Multiple-choice prompts and dialogue branching. Drawing
inspiration from video games, we designed the app to frequently
prompt the learner for their input in the form of multiple-choice
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dialogue options. Our intention was to give the learner a more
active role in the narrative to give them a greater sense of agency
[4]. Depending on what option the learner chooses, the narrative
will branch temporarily to react to that choice before resuming. This
approach allows us to balance a linear narrative with the perception
of meaningful choice.

4.1.3 Free-response prompts. Over the course of the narrative, Kiki
and Coco ask the learner four free-response questions:

• What are some things you notice about the bark?
• What are some things you notice about the shape and smell
of the leaf?

• Whywould [reason] make wildfires worse? (Learner is asked
to select a reason why eucalyptus trees contribute to wild-
fires before answering this question.)

• Why do you think eucalyptus trees should be removed? /
Why do you think eucalyptus trees should stay? / What
would you do about eucalyptus trees, and why? (Question
depends on which stance the learner said they agree with.)

The former two questions encourage the learner to process what
they see and verbalize it before the correct answer is revealed.
This is based on the generation effect: Learners tend to remember
information better when they generate it themselves, rather than
simply read it [56]. These also correspond to the Understanding
level of Bloom’s taxonomy by having learners make sense of their
observations.

The latter two questions ask the learner to take a stance and
justify it with reasoning, which are core critical thinking skills.
Furthermore, these questions align with the Application level of
Bloom’s taxonomy by asking learners to apply their newfound
knowledge to the debate.

For the first three questions, the koalas reveal the correct answer
after the learner responds. For the last question, however, the nar-
rative positions the learner as the expert: Kiki and Coco disagree
on what should be done about eucalyptus trees in the area and ask
the learner for their suggestion.

4.1.4 Keyword detection. The app employed a very simple form of
natural language understanding using keyword matching. Depend-
ing on keywords the app detected in the learner’s answer to an
open-ended question, the koalas’ dialogue branches to customize
their response. For example, if the learner’s response to the bark
observation question includes the word “flaky,” Kiki will respond,
“Yeah, exactly! Like you said, eucalyptus bark peels off in large
strips.” We opted for this approach as a lightweight way for the
character in the narrative to interact meaningfully with the learner.

4.1.5 Hardware. Our target device was an iPhone 13 Pro Max,
which we chose for its large screen size and its built-in Lidar sensor,
which we wanted for more reliable depth sensing in the Narra-
tive+CV+AR variant.

4.2 App Variants
We developed two variants of Kiki’s Adventure: a narrative-only
variant (Narrative-Only) and a variant with narrative, computer
vision, and augmented reality (Narrative+CV+AR). Table 1 offers
a comparison of the variants. The remaining subsections describe
features exclusive to the Narrative+CV+AR variant.

Figure 3: Visualization of raycasting for height activity. a)
The initial raycast to find the starting position. b) The final
raycast against an invisible vertical plane to estimate the tree
height.

Figure 4: Visualization of interaction for accurately putting
the koala in the tree. Crosshair: location the user chose to
place the koala. Red arrow: Trajectory of recursive raycast
to find tree edge. Note: the trajectory of the raycast is not
shown to the user.
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Table 1: Story flow table showing the commonalities and differences between the two variants of our system. Left is the
Narrative+CV+AR variant; right is the Narrative-Only variant.

Narrative+CV+AR Narrative-Only

1 Kiki, a virtual koala, wants to experience a real eucalyptus tree.

2 Participant must find and identify a eucalyptus tree around them using a reference photo.

3 Participant manually confirms whether the tree is a eucalyptus
by comparing to the photo.

Image classification confirms whether the tree is a eucalyptus.

4 Participant places Kiki in the eucalyptus tree using AR. Background in the app changes, but Kiki remains in the same
spot on the screen.

5 Kiki asks participant to type their observations about the tree’s bark before teaching them about the bark’s properties.

6 Coco, another virtual koala, appears in the tree using AR. Coco, another virtual koala, appears on the screen.

7 Kiki and Coco ask participant to break a leaf off the real eucalyptus tree, smell the fragrant oil, and type their observations.

8 Kiki and Coco explain the properties of eucalyptus leaves.

9 Participant measures the height of the tree using AR. Participant estimates the height of the tree through analogy to
other objects.

10 Kiki and Coco ask participant to select a reason why eucalyptus trees contribute to wildfires.

11 Kiki and Coco disagree on what to do about eucalyptus trees and ask participant to argue their own stance.

12 Participant plants a virtual eucalyptus tree using AR. no equivalent activity

13 Participant taps the koalas on the tree to bring them back to the
virtual world.

no equivalent activity

4.3 AR
The Narrative+CV+AR variant featured three augmented reality
activities: measuring the tree height, placing the characters on
the tree, and planting a tree. Below are in depth technical and
motivational analyses of each AR aspect. For all of these activities,
raycastingwas generated using the depth buffer on an iPhone 13 Pro
Max. To facilitate the AR activities, we used the Niantic Lightship’s
Unity plugin [42].

4.3.1 Measuring tree height. Part of the learning content refer-
enced how tall and how quickly eucalyptus trees grow, and this
measurement activity allowed the users to gather data to support
their understanding of this content.

To measure the height of a tree, the user first placed a marker at
the base of the tree using a raycast. Then, an invisible vertical plane
was instantiated at the position of the marker. A second raycast was
performed, and as the user angled their phone upwards, a vertical
measurement line was shown between the tree base and the vertical
position of the point of intersection of the raycast and the plane.
Once the measurement line matched the tree’s height, the user
placed another marker at the top of the tree. The vertical distance
between the two markers was calculated to estimate the height of
the tree (see Figure 3).

4.3.2 Appropriate positions: Koalas in the tree. Bringing virtual
characters into the real world was a key part of the narrative fram-
ing. Therefore, users were instructed to place a marker anywhere
on the tree, similar to the height measurement activity. The system

then conducted a recursive raycast to the right of the marker posi-
tion to the border of the tree to place Kiki on the vertical tree edge
(see Figure 4). Coco, the other koala, was similarly placed using a
recursive raycast to the left of the marker and instantiated at that
point in the narrative.

At the end of the experience, both koalas return into the phone.
A crosshair marker (provided via raycasting) allowed the users to
target each koala. By tapping either the crosshair or the koala they
would pull the koalas out of the real world and back into the phone.

4.3.3 Planting a sapling. In an attempt to increase engagement and
underscore the socially-relevant message about eucalyptus trees’
fast speed of growth, the participants planted a virtual eucalyptus
tree sapling in their environment by placing a marker on the ground
at a minimum distance of six feet away to ensure the full content
would be visible. We then showed a sequence of eucalyptus tree
models, which grow progressively in size.

4.4 Image Classification Pipeline
Many activities in Kiki’s Adventure involve observing and interact-
ing with a eucalyptus tree. Thus, early in our narrative, Kiki guides
the user to find a eucalyptus tree. In the Narrative+CV+AR variant,
the user photographs the tree. If the photo is of a eucalyptus tree,
Kiki congratulates the user and the lesson proceeds. Otherwise, the
user is prompted to try again. Thus, the app is aware of the user’s
physical context and accordingly provides feedback to ensure the
user is near a eucalyptus tree for the remainder of the lesson.
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To enable this context-aware feedback, we created an image
classification pipeline that takes as input a photo taken by the user
and classifies the photo as being class “eucalyptus tree” or class
“other tree.”We created our image classificationmodel by finetuning
a ResNet-18 model [26] that had been pre-trained on the ImageNet
dataset [54].

Our training data consists of a mix of images from iNaturalist, a
citizen science initiative where the public can share observations
of biodiversity [63], and pictures we took ourselves. We collected
images from iNaturalist by randomly sampling research-grade ob-
servations. We constrain observations of the other tree class to lie
within the rectangle of latitude/longitude lines that bounds our
state’s border. Our training data also includes photos of trees that
we took at our user study site and in the surrounding area and
labeled ourselves. In total, our training set consists of 4100 photos.
Additional details on model training are provided in the Supple-
mentary Material.

We tested the model’s performance on two datasets. The first
test set (53 eucalyptus trees, 86 other trees) was collected at our user
study site, using our system’s in-app camera feature, to validate
end-to-end performance ahead of the user study. The second (211
eucalyptus trees, 452 other trees) used observations gathered by
multiple users and devices at our user study site and in the sur-
rounding area. We achieved 96% and 97% accuracy respectively on
the two test sets (see Table 2).

We deployed the model using the Flask web framework and
hosted on a Google Cloud Platform virtual machine. The mobile
phone queried the server using mobile data, which resulted in
latency ranging from one to thirty seconds, due to the large file size
of the images and poor cellular signal strength at the user study
site.

5 PILOT STUDY
We conducted a pilot study (𝑛 = 14) to identify bugs, assess usability,
gain insights into how learners interacted with our system, and
refine the procedure described in detail below in Section 6.1.

We found that some participants, especially younger ones, were
taking longer than expected to complete the open-ended questions
in the pre- and post-lesson questionnaires because of the effort
required to type their responses. In response, we changed the pro-
cedure to have all participants dictate the answers to those questions
instead, which were recorded and later transcribed.

Upon analyzing the photos taken by pilot study participants
when they were asked to identify a eucalyptus tree, we found that
some participants took photos at sub-optimal angles and distances
from the tree that would increase the likelihood of false negatives
occurring. Through qualitative analysis of our model’s performance

Table 2: Precision and recall metrics of our image classifica-
tion model for both test sets.

Test Set 1 Test Set 2
Precision Recall Precision Recall

Eucalyptus Tree 96% 92% 97% 91%
Other Tree 95% 98% 96% 99%

on two test sets (as detailed in Section 4.4), we had determined that
most false negatives were either photos where the ground, rather
than the tree itself, occupied a significant portion of the photo or
photo that were a close up of a eucalyptus tree’s leaves. Thus, we
added the following instructions before users took their photos:
“Make sure you can see the trunk and branches of the tree. Try not
to capture too much of the ground in your picture.”

Also, we realized that the ordering of activities in the narrative
needed to be changed to facilitate smoother movement within the
physical space. We elaborate on this finding in depth in Section 8.5.

Finally, we made various minor improvements to increase the
robustness of our app. For example, we updated the keywords in
our keyword detection algorithm based on the responses from
our pilot participants. We also implemented more ways to recover
from simple errors, such as adding confirmation screens after the
participant takes photos.

6 EVALUATION
This section details the procedure of our study, our measures, and
how the data was gathered and analyzed.

6.1 Procedure
We conducted a study of our app (𝑛 = 44) where participants were
invited to come onsite to an outdoor location near our institution.
Sessions were conducted with a single participant at a time. Each
session took approximately one hour, and participants were com-
pensated with a $20 gift card for their time.

Before each study session, we emailed participants’ parents or
guardians a copy of the study consent form. Parents or guardians
were asked for consent and for participant demographics upon ar-
rival at the entrance of a trail, and the learners were asked to assent
to participate. All but one learner (P56) assented. With participants’
assent, we asked them to fill out a pre-lesson questionnaire on a
touchscreen device we provided.

Subsequently, we walked approximately 100 yards to a location
with a eucalyptus tree nearby, and handed the participant a mo-
bile phone with the study app opened. We asked participants to
complete the lesson in a self-directed manner and to think aloud.
Experimenters recorded written and video observations of partic-
ipants engaging in the lesson and intervened only if participants
became stuck. The lesson itself lasted 10-20 minutes.

After the lesson, we walked back to the entrance of the trail
and asked participants to fill out the post-lesson questionnaire.
Following this step, we interviewed participants to ask about their
experience in the study. Finally, we emailed participants a delayed
post-lesson questionnaire four days (96 hours) after their study
session.

6.2 Condition Assignment
Once we felt that all major issues with the app and the study pro-
cedure had been addressed, we began our exploratory evaluation.
Participants were assigned to one of two experimental conditions,
corresponding to the two variants of our system (Narrative-Only or
Narrative+CV+AR). To ensure a roughly even distribution across
grade and gender, we assigned participants using systematic strati-
fied randomization. Initial assignments were randomized by strata
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(where each stratum was a pair of gender and grade level), and
assignments within each stratum alternated between the Narrative-
Only and Narrative+CV+AR conditions.

6.3 Participants and Recruitment
A total of 44 children in grades 4, 5, and 6 (F:24, M:19, Other:1)
participated in the study. Children attending schools near our study
location in these grades are typically literate, able to navigate real-
world spaces with some autonomy, and new to exploring ecological
concepts—allowing our subject area to be novel but not intellec-
tually overtaxing. Participants were recruited through university
mailing lists, social media ads, physical flyers, calling and email-
ing local schools, and word of mouth. They attended 33 different
schools. Of the participants, 45% reported their race as Asian, 23%
white, 4.5% Hispanic or Latino. A further 25% reported two or more
races, and 2% reported other. 11 children were in 4th grade, 13 in
5th grade, and 20 in 6th grade. The majority of participants (29
out of 44) had used AR at least once before in the past, primarily
through Pokémon Go or Google Search.

6.4 Measures
Here, we describe how we set up our evaluation to answer the
three research questions posed in Section 1. To address RQ1, we
deployed questionnaires to measure participants’ learning gains,
engagement, and attitudes toward science, technology, and nature
to understand how our system affects them. We also compare these
measures between the two variants to identify any differences. For
RQ2, we took observational notes while participants used our sys-
tem, video recorded these sessions, and conducted post-completion
interviews to learn how they interacted with the technology and
what they liked and disliked about it. For RQ3, we reflected on
our design process and the findings from RQ1 and RQ2 to identify
opportunities and challenges of combining narrative, AR, and CV
for outdoor learning.

6.4.1 Pre-lesson and post-lesson questionnaires. All participants
completed a pre-test questionnaire as well as two post-test ques-
tionnaires (one immediately following completion of the task, and
another after a delay of four days). The questionnaires measured
learning gains, attitudes, and intervention desirability and effec-
tiveness. Learning gains were measured using six content-related
questions that were designed to target multiple levels of Bloom’s
Taxonomy. These questions ranged from fact-based Remembering
questions (“List at least two reasons why eucalyptus trees can catch
fire easily.”) to more complex Application questions that asked par-
ticipants to use what they learned in a new context (“Why do you
think Australia has a wildfire problem?”). We asked an external
researcher at our institution’s school of education to review and
provide feedback on our questionnaires before deploying them.
All questionnaires employed are available in the Supplementary
Materials.

To analyze learning gains, two researchers first coded the pilot
study participants’ responses to the learning content questions and
developed a rubric, which was reviewed by an external expert. The
rubric used a four-point ordinal scale (no credit, weak, medium,
strong) for the short-answer questions, while the multiple choice

questions were graded by correctness. The researchers indepen-
dently coded the responses from the formal study using the rubric
(blinded to condition), jointly compared the codes, and created a
final set of codes for each response. Two participants were excluded
from some questions due to audio data loss.

Shifts in attitudes toward science, technology, and nature were
assessed using pre-post attitude items with five-point Likert scales.
We used six items from the Students’ Motivation Toward Science
Learning (SMTSL) questionnaire [62] (e.g., “I am not sure that I
can understand difficult science ideas.” ), and we adapted six more
items from the SMTSL questionnaire to measure attitude toward
learning science with technology (e.g., “When I do not understand
something in science, I use technology to find things that will help
me” ). For attitude toward nature, we used ten items from the 2-MEV
environmental attitudes scale [28], which has items that measure
the affinity toward preservation of nature (e.g., “I like to go on trips
to places like forests away from cities.” ), as well as the utilization
(i.e., human exploitation) of nature (e.g., “Building new roads is so
important that trees should be cut down”.)

Finally, we adapted fifteen items from the web-based learning
tools (WBLT) evaluation scale [31] to measure the engagement and
perceived effectiveness of our intervention (e.g., “The app made
learning fun.” and “I felt like Kiki and Coco understand what I said.” ).
For these items, we used a five-point Smiley Face Likert Scale [25],
and they were included only in the post-lesson questionnaire.

6.4.2 Interview. Following completion of the post-test question-
naire, we conducted a brief semi-structured interview about the par-
ticipant’s experience with the application. For example, we asked,
“Overall how did that go?” and “How did this experience compare
to ways you learned about plants in the past, like in school?” The
interview script is provided in the Supplementary Material.

Interviews were recorded and transcribed using an automated
transcription service. Transcripts were edited to fix transcription
errors and to remove filler words. We created a codebook using
interview transcripts from the pilot studies, and four researchers
divided the transcripts from the formal studies and coded them
using inductive coding. Lastly, one researcher went through each
coded transcript and fixed inconsistencies.

7 FINDINGS
Our data revealed that our system was predominantly perceived as
engaging and resulted in learning gains (RQ1). We also share major
themes identified in our qualitative analysis, such as participants
being surprised and excited about the hands-on and multisensory
activities, and motivated to express their opinions in the app (RQ2).

7.1 Quantitative Analysis
First, we share our analysis surrounding learning gains and changes
in attitudes towards science, technology, and nature. Within each
exploratory condition, we compare pre- and post-intervention
changes, and we also compare those change between the two con-
ditions. In addition, we report engagement measures, participants’
responses to the usability of our system, and their perceptions of
our system’s role in their learning.
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7.1.1 Learning gains. We found strong evidence for learning gains.
For this analysis, we had a sample size of 𝑛 = 42 because the
audio files for two participants were lost. Using Wilcoxon signed-
rank tests to measure improvement between the pre- and post-
intervention questionnaires, we observed a significant improve-
ment across all six learning content questions (𝑝 < 0.001 for each,
see Table 4 in the Appendix for details). Similarly, we observed
significant learning gains for those same questions between the
pre-intervention questionnaire and the delayed questionnaire that
was sent out four days later (𝑝 < 0.001 for each, see Table 5 in the
Appendix for details), indicating retention of learned content.

Additionally, we found a significant difference in learning gains
between the two variants for Q1, “Why do you think Australia has
a wildfire problem?” (Mann-Whitney U Test,MedianNarrative-Only =
2, MedianNarrative+CV+AR = 1, W = 304, p = 0.01795). These values
indicate the difference between their post-test score and their pre-
test score on a four-point scale (no credit, weak, medium, strong).
For example, a value of 2 indicates an improvement from “no credit”
to “medium” or from “weak” to “strong.” We found no significant
differences for the remaining questions and no significant differ-
ences in delayed learning gains (i.e., retention) between the two
exploratory conditions.

7.1.2 Motivation toward science learning. In the following analyses
we used Mann-Whitney U tests for between-group comparisons
and Wilcoxon-Signed Rank Tests for within-group comparisons.
We found that participants’ responses related to motivation toward
science learning improved from pre-test to post-test, when consid-
ering the summed score of the entire scale. Moreover, there was a
significant difference between the median levels of improvement
observed with the two variants of the system. While the Narrative-
Only variant shows a significant improvement in participants’ sci-
ence attitudes, the Narrative+CV+AR variant does not. The pre-test
science scores were significantly higher in the Narrative+CV+AR
condition, which may have contributed to the lower observed level
of improvement. See Table 6 and Figure 5 for additional details.

7.1.3 Attitudes towards technology. We found no significant differ-
ence in attitudes towards technology from pre- to post-test, or in
the amount of change observed between variants. See Table 7 and
Figure 5 for additional details.

7.1.4 Environmental attitudes. For both the preservation of nature
and utilization of nature subscales, we found significant differences
from pre-test to post-test. Overall, attitudes related to preservation
of nature increased while attitudes related to utilization of nature
decreased. For preservation attitudes, this difference was significant
when the Narrative-Only variant was considered in isolation but
not for Narrative+CV+AR variant. For utilization, it was significant
for both Narrative-Only and Narrative+CV+AR. There was no sig-
nificant difference between the median pre-test answers in the two
conditions, for either the preservation or utilization subscales. See
Table 8, Table 9, and Figure 5 for additional details.

7.1.5 Engagement. We found high levels of self-reported engage-
ment (e.g., 84% of participants agreed or strongly agreed with the
statement “I found the app engaging.”). Moreover, participants were
also engaged with the narrative itself. Most participants reported
wanting to learn more about the two koalas (80%), and wanting

to go on another adventure with Kiki (73%). Only one participant
responded negatively toward the engagement questions. There was
no significant difference in self-reported engagement between the
two variants (Mann-Whitney U Test, MedianNarrative-Only = 12.5,
MedianNarrative+CV+AR = 12 , W = 272.5, z= -0.71 , p= 0.48) or grade
levels (Mann-Whitney U Test, Mediangrade6 = 12, Medianother = 12,
W = 225 , z= -0.11, p= 0.91).

7.1.6 Usability and perceptions of the app’s role in learning. Most
participants thought the app was easy to use and helped them learn
(see Table 10 in the Appendix for details). We did not observe any
large differences in these categories between the two variants.

7.1.7 Task completion. Participants were able to complete the edu-
cational activities with minimal assistance. Almost all participants
(42 out of 44) successfully identified the eucalyptus tree without
the researcher intervening to help, and only one participant in each
variant did not. Five participants encountered a false negative (i.e.,
the image classifier could not successfully identify the eucalyptus
tree), but four out of those five were able to correct for it by tak-
ing another picture of the eucalyptus from a different position or
angle. In all false negatives, significant portions of the photo were
occupied by the ground rather than the eucalyptus tree. In some
cases, the lighting conditions varied significantly from images in
the model’s training set. No participants encountered a false posi-
tive (i.e., the image classifier mistook another tree for a eucalyptus).
Most participants in the Narrative+CV+AR condition (20 out of 22)
were able to understand the AR features without external help.

In the activity where participants were asked to pick and sniff a
eucalyptus leaf, participants occasionally made errors that required
researcher intervention. Three out of 44 participants accidentally
took a leaf from a small tree that was growing at the base of the euca-
lyptus. One participant misunderstood the instructions and picked
up a piece of bark instead of a leaf. In these cases, the researcher
stepped in to correct the misunderstanding.

7.2 Qualitative Findings
In this section we share our qualitative findings, including compar-
isons between the variants; reactions to the narrative, in particular
the characters in the story; and participants’ favorite parts of the
experience.

7.2.1 Participants found hands-on, multi-sensory interaction with
nature to be surprising and enjoyable. Many participants (14 out
of 44) expressed surprise or requested confirmation when the app
prompted them to break a leaf off of the eucalyptus tree or to take a
picture of the tree, e.g., "Am I supposed to find one?" (P51) and "Should
I get the leaf or...?" (P43). However, in the follow-up interviews, no
participants reported actual confusion regarding these tasks. While
children may be initially surprised when a mobile app asks them
to perform a real-world task, they are able to make sense of it and
execute accordingly.

As anticipated, we found that participants enjoyed the hands-
on interactions with nature, with many participants mentioning
that they liked some aspect of the interactions with the real world.
The lesson also included an activity to take a leaf from the tree,
break it, and sniff it to experience the scent of eucalyptus oil. Many
participants (16 out of 44) brought up this activity as one of their
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Figure 5: Changes in motivation toward science learning and environmental attitudes following interaction with our system.
Each blue point is the difference in scores from pre-to-post for a single participant, jittered along the horizontal axis to reduce
overlap. Black dot shows median change, and black bars are 95% bootstrapped confidence intervals (CIs) for the median.

favorite parts of the lesson (see Table 3). One participant (P58)
compared it to their prior experiences of learning with technology,
which had been sedentary and hands-off: “My experiences with
online learning, you don’t really do anything, you just sit in front of a
computer and answer your questions online. So it was cool to actually
see the eucalyptus tree and learn about it.” Several participants (10
out of 44) even went up to the tree and rubbed the bark with their

hands, unprompted. One such participant (P22) recalled, “I liked the
smell, it’s cool. And like the bark, the feel of the bark, was awesome.”
(P22).

7.2.2 Participants found the locally-relevant content and activities
compelling. Many participants (12 out of 44) enjoyed learning about
the history of eucalyptus trees in the local area, either because they
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Table 3: A table showing how many participants reported enjoying each activity in the interview. Some activities were only
available in the Narrative+CV+AR app variant, so the counts are grouped by condition.

Activity Narrative+CV+AR Narrative-Only
Finding the eucalyptus tree 2 5

Smelling the leaf 8 8
Answering questions 6 6

Taking a picture of the tree (CV) 4
Putting Kiki on the tree (AR) 2

Planting the virtual eucalyptus tree (AR) 5
Measuring the height of the tree (AR) 6

thought eucalyptus trees only existed in Australia or because they
were unaware of the trees’ origin: “Because these eucalyptus trees,
like I do see them often but sometimes, like you don’t know where
the trees come from. Or, like, do people bring them over here? [...]
I’ve seen that type of tree before but I’d never knew it was called the
eucalyptus tree." (P26). Integrating place-based learning into our
app helped engage our participants by connecting concepts and
filling gaps in their knowledge. Our findings add to a large body
of existing research that emphasizes the need for local outdoor
learning experiences [5] and show that it is possible to engage
children in outdoor learning using technology.

7.2.3 Participants’ first-hand interactions with the characters in the
narrative positively impacted how they engaged with the educational
content. Participants had generally positive perceptions of the main
characters of the narrative and talked about how the characters
“came to life” (P49), “[had] their own personalities” (P24), and “were
really nice” (P30). Furthermore, some participants described the
educational content of the app in relation to the main characters
of the narrative. For example, P48 said “I like the way they make
me to try it by myself. [...] Like, they told me to smell the eucalyptus
tree leaves and I did. And I never tried that before. And they didn’t
just explain it, they told me to try it.” In this excerpt, P48 describes
the lesson by explaining that the koala made her try something by
herself. This is distinctly different than following a prompt devoid
of narrative in a textbook, something that participants appreciated
about this activity.

7.2.4 Many participants were impressed by the characters’ AI. De-
spite our simple keyword detection-based approach to natural lan-
guage understanding, a majority of participants felt like the koalas
understood what they said in the app, with 30 out of 44 indicating
“Agree” or “Strongly agree” with the statement, “I felt like Kiki and
Coco understood what I said.” P31 exclaimed while using the app,
“The AI is pretty good!” The AI helped make the interactions with
the characters feel more personal. One participant (P33) remarked
in the interview, “They actually seemed like they were real people
talking back to you, it was like a real conversation.” Another (P32)
said, “They actually sounded like they had like, feelings about what I
said. And they sometimes changed their mind."

7.2.5 Participants frequently mentioned responding to free-response
prompts as their favorite part of the activity. Interestingly, many
participants (14 out of 44) identified free-response questions as one
of their favorite features of the app. We found several reasons for

this. First, they enjoyed being able to voice their own opinion. A few
participants highlighted the debate specifically, such as P31, who
said, “It was kind of nice that the app, like you could agree or disagree
with it on like an opinion with nature. [...] I found that really cool,
actually.” Another reason participants enjoyed the free-response
feature is because it helped them to actively engage with the edu-
cational content. P40 said, “I just, like don’t like memorizing stuff,
because it’s hard, but like, talking to someone it makes it like, it makes
me like understand and like memorize more? Yeah. Helps my memory,
I guess.” (P40). The interactivity helped participants think through
the prompts, transforming knowledge into understanding. Finally,
some participants enjoyed being able to record their observations
about the natural world. For instance, one participant described
how recording their observations made them feel as though they
were conducting a science experiment: “"It was kind of like an exper-
iment. With technology. It was like, yeah, it was like an experiment
that you could do. And it like, told you what to do. And you could
take a picture, and then write down in the app, what you could, like,
realize from the plan." (P28) However, two participants (P22 and
P34) said that they did not like typing and would have preferred to
dictate their answers instead.

7.2.6 Participants generally enjoyed the AR activities. Most partici-
pants (12 out of 22) in the Narrative+CV+AR condition explicitly
mentioned one of the AR activities (putting the koala on the tree,
measuring the height of the tree, or planting the virtual eucalyptus)
as a feature of the app that they enjoyed. P17, who had no prior
experience with AR, explained their excitement about AR: “I find it
really cool how you could just put, take your phone out and just vir-
tually just place anything there. Like you could place a giant chicken
right there and it’d work. Anything anywhere. I find that really cool.”
Another participant, P51, explicitly mentioned enjoying this blend
between the virtual and the physical that AR affords, saying, “[The
app] kind of put like virtual reality and real life together. That was
fun.”

8 DISCUSSION
Through the process of designing, building, piloting, iterating, and
testing Kiki’s Adventure, we found that our system successfully
guides outdoor learning, though there were few differences between
the two variants of our system (RQ1). We synthesize our findings
on how children interact with our technology to uncover important
design implications for creating narrative-based outdoor learning
activities (RQ2 & RQ3).
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8.1 Narrative-based technology effectively
guides local, self-directed outdoor learning

We developed and tested an app that successfully engaged young
learners to learn by interacting with their local environment using
narrative. The majority of participants (39 out of 44) were able to
complete the lesson independently, using only the narrative-based
system as a guide. Although our system is grounded in a fictional
narrative, its activities engage users with their real-world environ-
ments. In our design, we draw heavily from experiential learning
(by having learners experience the eucalyptus tree firsthand) and
from place-based learning (by emphasizing the local history and
ecology of eucalyptus), which resulted in learning gains from using
our system. Despite some participants initially being surprised that
a mobile app was telling them to interact with the physical world,
many cited the hands-on activities and learnings relevant to their
local area as highlights of their experience.

Since narrative-based educational technology requires skills in
storytelling, application development, and teaching, it can be more
difficult to implement a narrative-based educational app compared
to a purely educational one. However, Kiki’s Adventure provides
an example of how to incorporate fictional narrative into educa-
tional technology that helps users learn about their real-world
environment. By showing the feasibility of using narrative-based
technology to guide informal outdoor learning, we hope to en-
courage more designers of educational technology to explore this
space.

8.2 Interactive characters spark curiosity
The vast majority of participants indicated they want to learn more
about the story’s main characters, Kiki and Coco, and go on another
adventure with Kiki. This suggests that the curiosity the characters
sparked engaged participants in the narrative, something that could
be built on to continue delivering more educational content.

Our participants seemed to highly enjoy and benefit from the in-
teractivity with the characters. This opens up design opportunities
for creating character designs in future work that feel personally
relevant for learners with different preferences, a way to make it
more individualized [3], such as offering options to select char-
acters personalities. For example, learners could choose to learn
with characters that were more chatty or more active based on
their preferences, or even mood for that day. Different characters
could be carefully tailored to a learner’s age, background, inter-
ests, and existing knowledge. Furthermore, characters could have
narrative arcs that resemble the challenges a specific learner may
be encountering, providing emotional support and companionship
while learning.

8.3 Chat-based interactions motivate young
learners to write

Writing is a critical skill that is generally hard to motivate children
to practice [6]. Many children are behind in spelling [16], which
affects their writing skills, whether typing or handwriting. Fur-
thermore, the generation effect shows that writing can support
learning in general—having learners generate their own responses
helps them learn information better than simply reading it [56].

We suspected that typing in responses would be considered
more work (and therefore less fun) than just tapping an option.
Thus, we were surprised that so many of our participants indicated
that answering the free-response questions within the app was a
highlight of their experience. Based on participant feedback and
behavior during user studies, we hypothesize that these factors in
the design of our app were responsible:

(1) The questions were embedded within a narrative with char-
acters that participants liked.

(2) The questions encouraged participants to engage with the
real world and share their own observations. Participants
frequently paused to observe the tree when typing their
answers.

(3) The questions asked participants for their opinions, rather
than always seeking a right or wrong answer. Instead of
being either right or wrong (as can be the case with closed-
ended questions), open-ended questions could be right in
different ways. This could improve learners’ self-efficacy.

(4) The characters gave customized feedback to the participants’
responses, and the feedback was designed to be encouraging
and positive. Participants may have felt that their thoughts
and opinions were appreciated by the characters.

We encourage future designers of educational technology to
leverage open-ended, free-response questions not just as a tool for
learning, but also as a tool for engagement. We offer the above
points as suggestions on how to design such questions to be moti-
vating.

A few participants disliked the act of typing into the phone,
and in general, many children struggle with writing. We suggest
exploring the option of using dictation as scaffolding for writing,
allowing young learners to build confidence expressing themselves
and ease into writing.

8.4 The Narrative+CV+AR variant did not
outperform the Narrative-Only one

No statistically significant advantages were observed for the Nar-
rative+CV+AR variant over the Narrative-Only one. Moreover,
science attitudes were significantly less impacted by the Narra-
tive+CV+AR variant. However, in the pretest, the Narrative-Only
group had significantly lower positive attitudes towards science.
As a result, there were more opportunities for them to improve.
This may have contributed to the larger improvement in science
attitudes.

8.5 A learner’s location in space must be
carefully choreographed

Designers hoping to combine narrative, AR, or context-aware fea-
tures with location-based technology must consider the “choreogra-
phy” of the experience. When narrative is added to location-based
technology, the designer needs to consider where the user should
be at each point in the narrative and come up with a progression
that feels seamless within the physical space. This is made even
more challenging with the addition of technology that interacts
with the physical world, such as camera-based image recognition
and augmented reality. For example, the height measuring activity
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was highly inaccurate if the user was too close to the tree, due to
the steep angle needed to see the top of the tree. Users needed to
stand sufficiently far away, so we added a prompt in the narrative
to facilitate this (“First, make sure you’re standing far enough away
from the tree so you can comfortably see the entire tree.”).

During our pilot studies, we discovered that participants using
the Narrative+CV+AR variant were struggling to find the AR koalas
in the tree at the end of the lesson, even though they had placed
the koalas there earlier. We realized that when participants were
standing far away when the place the AR koalas on the tree. How-
ever, because the narrative required the user to go under the tree
and grab a leaf, participants would often walk past the spot where
they had placed the koala without realizing it.

To fix this, we reordered the activities in the narrative by moving
the height measuring activity right before the end. This encouraged
the user to step away from the tree, which then allows them to easily
find the koala they had placed earlier. We suggest that designers
and developers of similar apps test the flow of their activities at
their intended locations regularly—with unfamiliar users whenever
possible—to check whether it makes sense within the space. We
also recommend including activities (like our height measuring
activity) that can act as forcing functions to reliably constrain the
user’s position.

9 LIMITATIONS AND FUTUREWORK
Our study and system design have several limitations that can be
addressed through additional research. First, novelty effects and de-
mand characteristics may have increased the apparent effectiveness
of the intervention apps. Longer-term, do-it-yourself deployments
are needed to mitigate these potentially confounding factors.

Second, our participant pool was skewed toward locals who had
the availability and resources to drive to our study location, and
whose attitudes towards science going into the study were already
enthusiastic. A worthwhile direction for future research would
be to repeat the study in a different community, potentially with
participants whose attitudes towards science are not enthusiastic.
It would be particularly beneficial for future work to examine how
this type of learning activity may benefit students who may feel
discouraged or disengaged in school. Our intervention apps are
different from traditional methods of teaching science, and many
participants mentioned preferring our method. Therefore, our work
creates a promising new option to capture the attention of those
for whom traditional methods of learning science are less effective.

Third, even though there is extensive research supporting the
use of narrative to increase learning outcomes [24, 44, 50], we did
not explicitly test a variant without narrative. Thus, more research
is needed to determine how effective the narrative itself was relative
to a control.

Fourth, the AR features, while providing a level of immersion
and engagement, did not contribute directly to the learning goals
of the experience. In this study, we demonstrate that it is possible
to make use of AR features (and also CV technology) to create
engaging activities within an educational narrative, but these tech-
nologies could more directly support the educational content by
taking better advantage of semantic understanding of the world.
For example, learners could use AR to investigate the eucalyptus

leaf at a magnified perspective and see the oil glands, or even learn
geometric math by measuring shadows with AR and computing
the tree height. Due to the large amount of new content being
introduced, we focused on using AR to keep the narrative fun and
engaging. We would like refine the AR activities and run a formal
controlled study to better understand the effects of AR on outdoor
learning.

Fifth, researcher intervention was required when our users be-
haved in ways that we did not expect. The confusion between the
leaves of the eucalyptus and the small tree growing at the base of
the eucalyptus is one example of a way in which our system was
unable to correct users’ misunderstandings. Ultimately, we wish to
support self-directed learning situations where there may not be
an instructor or experimenter to step in. Achieving this goal would
require mechanisms to allow either the learner or the system to
detect and recover from these types of identification errors. There is
a large range of spatial layouts of different plant species in typical
outdoor locations, in addition to a large number of actions that
learners can take during an outdoor experience. If we were able
to capture and model the common errors that learners make, this
model could be the basis for context-aware, educational systems
that are capable of diagnosing misunderstandings, which can aid
learning by highlighting teachable moments.

Sixth, our system was built with a hyperlocal narrative, for a
specific location, using an overfitted image classifier for real-world
understanding. However, the classifier can be trained to recognize
more trees in more locations. Moreover, the structure of the lesson
(e.g., combining outdoor learning and narrative) can be used to
teach other topics meeting other educational goals. In the future,
we would like to test our system with other eucalyptus trees at
other locations, as well as implement lessons for other topics in
outdoor learning. We also see an opportunity to extend our work
to enable computer supported collaborative inquiry learning [49]
by bringing multiple learners into an outdoor space and leveraging
augmented reality’s ability to create persistent virtual objects to
establish joint attention. These changes would allow our system to
achieve opportunities of scale and reach more learners.

Seventh, we discovered that the design of our system motivated
learners to write, but we could not precisely identify the exact
causes that led to this. We described some hypotheses in Section
8.3, but future work could look deeper into what factors are most
effective to inform the design of educational technologies that
promote writing.

Finally, creating a single cohesive, narrative-based, outdoor learn-
ing experience with immersive technologies required substantial
effort in terms of both design of the curriculum and content and
technical implementation. We would like to explore how to enable
teachers, or other instructors, to adapt our technology to various
contexts around the world with different geographical features,
flora, and fauna, increasing our potential for positive impact. An
interesting area for future work would be to explore the develop-
ment of specialized authoring tools that allow educators to easily
incorporate AR and computer vision into their learning activities.
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10 CONCLUSION
In this paper, we described a design exploration of a narrative-based
app to guide outdoor learning. We evaluated two variants of our
app with fourth, fifth, and sixth grade participants learning about
eucalyptus trees in a local, outdoor setting. Through these variants,
we explored the trade-offs of adding immersive features that made
use of AR and computer vision technologies. We found that our app
was effective at engaging learners and helping them learn, but we
did not find large differences between the app variants. Participants
demonstrated excitement for hands-on interactions with nature,
curiosity about the characters, and enthusiasm toward typing their
thoughts and observations. This paper offers a set of design impli-
cations for employing advances in contextual understanding and
AR technology to support the design of narrative learning systems
that connect educational content to the real world.
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A APPENDIX

Table 4: Pre-Test to Post-Test Learning Gains

Item Pre-Test Distribution Post-Test Distribution Gains p

Why do you think Aus-
tralia has a wildfire prob-
lem?

1: 14, 2: 28, 3: 0, 4: 0 1: 0, 2: 3, 3: 20, 4: 19 Median: 2, Std.Dev:0.71 0.000000014

What would you tell Lulu
about this tree to help her
identify its species?

1: 4, 2: 8, 3: 19, 4: 11 1: 3, 2: 5, 3: 13, 4: 21 Median: 0, Std.Dev:0.58 0.000643560

Suppose your friend is go-
ing camping in a forest
with eucalyptus trees in
it. What would you want
them to know?

1: 27, 2: 11, 3: 2, 4: 2 1: 1, 2: 6, 3: 23, 4: 12 Median: 2, Std.Dev:0.89 0.000000066

List two reasons why eu-
calyptus trees catch fire
easily.

1: 35, 2: 7, 3: 0, 4: 0 1: 0, 2: 5, 3: 18, 4: 19 Median: 2, Std.Dev:0.70 0.000000009

Click any picture with a
eucalyptus tree.

Median: 0, Std.Dev:1.19 Median: 2, Std.Dev:0.59 Median: 1, Std.Dev:1.27 0.000003902

How did eucalyptus trees
come to be in California?

Correct: 8,Incorrect:36 Correct:41,Incorrect: 3 Median: 1, Std.Dev:0.44 9.79e-09

Table 5: Pre-Test to Delayed Post-Test Learning Gains

Item Pre-Test Distribution Delayed Post-Test Gains p

Why do you think Aus-
tralia has a wildfire prob-
lem?

1: 14, 2: 28, 3: 0, 4: 0 1: 0, 2: 7, 3: 19, 4: 9 Median: 1, Std.Dev:0.88 0.000001042

What would you tell your
friend about this tree
to help her identify its
species?

1: 4, 2: 8, 3: 19, 4: 11 1: 0, 2: 4, 3: 14, 4: 17 Median: 0, Std.Dev:0.66 0.000274529

Suppose your friend is go-
ing camping in a forest
with eucalyptus trees in
it. What would you want
them to know?

1: 27, 2: 11, 3: 2, 4: 2 1: 2, 2: 3, 3: 22, 4: 8 Median: 2, Std.Dev:1.03 0.000001741

List two reasons why eu-
calyptus trees catch fire
easily.

1: 35, 2: 7, 3: 0, 4: 0 1: 0, 2: 6, 3: 8, 4: 21 Median: 2, Std.Dev:0.77 0.000000162

Click any picture with a
eucalyptus tree.

Median: 0, Std.Dev:1.19 Median: 2, Std.Dev:0.73 Median: 1, Std.Dev:1.40 0.000122680

How did eucalyptus trees
come to be in California?

Median: 0, Std.Dev:0.41 Correct:20,Incorrect: 5 Median: 1, Std.Dev:0.50 0.0001227
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Table 6: Results for Student’s Motivation Towards Science Learning. Range of possible values: [6,30]
Pre-test vs. post-test scores for motivation towards science learning

Median (pre-test) Median (post-test) V Z p
Overall 22 22 571 -3.37 0.00075

Narrative-only 20.5 22 188 -3.10 0.002
Narrative+CV+AR 22 22 105 -1.44 0.15

Amount of change in motivation towards science learning between the two variants
Median

(Narrative-only)
Median

(Narrative+CV+AR)
W Z p

2 0.5 131.5 -2.63 0.0086
Do pre-test scores for motivation towards science learning differ by variant?

Median
(Narrative-only)

Median
(Narrative+CV+AR)

W Z p

20.5 22 335.5 -2.21 0.027

Table 7: Results for Attitudes Towards Technology
Pre-test vs. post-test scores for attitudes towards technology. Range of possible values: [6,30]

Median (pre-test) Median (post-test) V Z p
Overall 23 23.5 370.5 -0.91 0.369

Amount of change in attitudes towards technology between the two variants
Median

(Narrative-only)
Median

(Narrative+CV+AR)
W Z p

1 0 199.5 -1.0 0.32

Table 8: Results for Preservation of Nature Subscale. Range of possible values: [6,30]
Pre-test vs. post-test scores for preservation of nature

Median (pre-test) Median (post-test) V Z p
Overall 22 22 365.5 -2.33 0.02

Narrative-only 21 22.5 143 -2.52 0.012
Narrative+CV+AR 22 22 51.5 -0.4 0.69

Do pre-test scores for preservation of nature differ by variant?
Median

(Narrative-only)
Median

(Narrative+CV+AR)
W Z p

21 22 284 -.98 0.33

Table 9: Results for Utilization of Nature Subscale. Range of possible values: [4,20]
Pre-test vs. post-test scores for utilization of nature

Median (pre-test) Median (post-test) V Z p
Overall 10 9 66 -3.5 0.00049

Narrative-only 9 7.5 15 -2.8 0.0057
Narrative+CV+AR 10.5 9 19.5 -2.1 0.037

Do pre-test scores for utilization differ by variant?
Median

(Narrative-only)
Median

(Narrative+CV+AR)
W Z p

9 10.5 287.5 -1.1 0.29
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Table 10: Post-Test Only Questions

Item Narrative-Only Narrative+CV+AR

I found the app engaging. SA: 5, A:15, NO: 2, D: 0, SD: 0 SA: 7, A:10, NO: 4, D: 1, SD: 0

The app made learning fun. SA: 9, A:10, NO: 3, D: 0, SD: 0 SA: 8, A: 8, NO: 5, D: 1, SD: 0

I would like to use the app again. SA: 6, A:11, NO: 5, D: 0, SD: 0 SA: 6, A: 8, NO: 7, D: 0, SD: 1

I want to learn more about the koalas (Kiki and Coco). SA: 4, A:14, NO: 4, D: 0, SD: 0 SA: 4, A:13, NO: 4, D: 0, SD: 1

I felt like Kiki and Coco understand what I said. SA: 5, A:11, NO: 4, D: 2, SD: 0 SA: 6, A: 8, NO: 6, D: 1, SD: 1

I want to go on another adventure with Kiki. SA: 5, A:13, NO: 4, D: 0, SD: 0 SA: 7, A: 7, NO: 6, D: 1, SD: 1

Working with the app helped me learn. SA:10, A:11, NO: 1, D: 0, SD: 0 SA:13, A: 8, NO: 1, D: 0, SD: 0

The koalas’ responses to my answers in the app helped me learn. SA: 6, A:11, NO: 5, D: 0, SD: 0 SA: 6, A:12, NO: 3, D: 1, SD: 0

The graphics from the app helped me learn. SA: 4, A: 6, NO: 6, D: 5, SD: 1 SA: 6, A:10, NO: 2, D: 3, SD: 1

The app helped teach me a new concept. SA:11, A: 9, NO: 2, D: 0, SD: 0 SA: 8, A:13, NO: 0, D: 1, SD: 0

Overall the app helped me learn. SA:15, A: 7, NO: 0, D: 0, SD: 0 SA:12, A: 9, NO: 0, D: 1, SD: 0

The instructions in the app were easy to follow. SA:12, A:10, NO: 0, D: 0, SD: 0 SA: 8, A:14, NO: 0, D: 0, SD: 0

The app was easy to use. SA:11, A:11, NO: 0, D: 0, SD: 0 SA:11, A: 9, NO: 2, D: 0, SD: 0

The app was well organized. SA: 8, A:14, NO: 0, D: 0, SD: 0 SA: 9, A:11, NO: 2, D: 0, SD: 0

I liked the overall theme of the app. SA: 7, A:10, NO: 4, D: 1, SD: 0 SA: 7, A: 8, NO: 6, D: 1, SD: 0



CHI ’23, April 23–28, 2023, Hamburg, Germany Cheng, et al.

Table 11: Pre-Test Attitude Questions

Item Narrative-Only Narrative+CV+AR

I am sure that I can do well on science tests SA: 0, A: 8, NO:10, D: 4, SD: 0 SA: 0, A:13, NO: 4, D: 5, SD: 0

When I do not understand things in science I still try to learn them SA: 2, A:14, NO: 6, D: 0, SD: 0 SA: 4, A:15, NO: 3, D: 0, SD: 0

I think that learning science is important because I can use it in my daily
life.

SA: 4, A:13, NO: 3, D: 1, SD: 1 SA: 7, A: 9, NO: 6, D: 0, SD: 0

I am not sure that I can understand difficult science ideas (*reverse scored) SA: 0, A: 3, NO:10, D: 6, SD: 3 SA: 1, A: 7, NO: 9, D: 4, SD: 1

When I make a mistake I try to understand why. SA: 3, A:12, NO: 4, D: 2, SD: 1 SA: 3, A:17, NO: 2, D: 0, SD: 0

I think that learning science is important because it makes me think
more.

SA: 5, A: 7, NO:10, D: 0, SD: 0 SA: 5, A:10, NO: 7, D: 0, SD: 0

When I do not understand something in science I use technology to find
things that will help me.

SA: 2, A:14, NO: 3, D: 3, SD: 0 SA: 4, A:12, NO: 5, D: 0, SD: 1

I’m not good at learning science even with the help of technology. (*re-
verse scored)

SA: 4, A:12, NO: 6, D: 0, SD: 0 SA: 0, A:13, NO: 5, D: 4, SD: 0

I prefer to use technology to learn science rather than textbooks. SA: 4, A: 6, NO: 9, D: 3, SD: 0 SA: 2, A: 6, NO:11, D: 2, SD: 1

I don’t think technology is useful for learning science (*reverse scored) SA:10, A: 8, NO: 3, D: 1, SD: 0 SA: 8, A: 9, NO: 3, D: 1, SD: 1

I use technology to explore and learn new science ideas. SA: 1, A:11, NO: 9, D: 1, SD: 0 SA: 4, A:11, NO: 5, D: 2, SD: 0

I feel comfortable using technology to help me learn difficult science
ideas.

SA: 6, A:11, NO: 5, D: 0, SD: 0 SA: 6, A:14, NO: 1, D: 0, SD: 1

I would help raise money to protect nature. SA: 4, A:12, NO: 5, D: 1, SD: 0 SA: 6, A: 8, NO: 6, D: 2, SD: 0

I always turn off the light when I do not need it any more. SA: 3, A:10, NO: 5, D: 4, SD: 0 SA: 4, A:13, NO: 3, D: 2, SD: 0

I would like to sit by a pond and watch dragonflies. SA: 2, A: 7, NO: 6, D: 6, SD: 1 SA: 3, A:10, NO: 5, D: 2, SD: 2

Weeds should be killed because they take up space from plants we need. SA: 4, A: 4, NO: 7, D: 5, SD: 2 SA: 1, A:10, NO: 9, D: 2, SD: 0

Building new roads is so important that trees should be cut down. SA: 1, A: 0, NO: 3, D: 7, SD:11 SA: 0, A: 0, NO: 0, D:13, SD: 9

Because mosquitoes live in swamps we should drain the swamps and
use the land for farming.

SA: 0, A: 1, NO: 3, D:12, SD: 6 SA: 1, A: 1, NO: 6, D: 8, SD: 6

I try to save water by taking shorter showers or by turning off the water
when I brush my teeth.

SA: 7, A: 9, NO: 5, D: 1, SD: 0 SA: 4, A:15, NO: 2, D: 1, SD: 0

I like a grass lawn more than a place where flowers grow on their own. SA: 1, A: 2, NO: 7, D: 9, SD: 3 SA: 2, A: 2, NO: 7, D:10, SD: 1

I like to go on trips to places like forests away from cities. SA: 4, A: 6, NO: 4, D: 6, SD: 2 SA: 5, A:10, NO: 4, D: 3, SD: 0

I try to tell others that nature is important. SA: 3, A: 9, NO: 9, D: 1, SD: 0 SA: 3, A: 8, NO: 9, D: 2, SD: 0
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Table 12: Post-Test Attitude Questions

Item Narrative-Only Narrative+CV+AR

I am sure that I can do well on science tests SA: 1, A:11, NO: 9, D: 1, SD: 0 SA: 1, A:13, NO: 5, D: 3, SD: 0

When I do not understand things in science I still try to learn them SA: 4, A:13, NO: 5, D: 0, SD: 0 SA: 6, A:12, NO: 4, D: 0, SD: 0

I think that learning science is important because I can use it in my daily
life.

SA: 6, A:13, NO: 3, D: 0, SD: 0 SA: 7, A: 9, NO: 6, D: 0, SD: 0

I am not sure that I can understand difficult science ideas (*reverse scored) SA: 1, A: 8, NO:11, D: 2, SD: 0 SA: 1, A: 8, NO: 6, D: 7, SD: 0

When I make a mistake I try to understand why. SA: 4, A:14, NO: 2, D: 2, SD: 0 SA: 6, A:14, NO: 2, D: 0, SD: 0

I think that learning science is important because it makes me think
more.

SA: 5, A: 8, NO: 8, D: 1, SD: 0 SA: 4, A:11, NO: 7, D: 0, SD: 0

When I do not understand something in science I use technology to find
things that will help me.

SA: 3, A:16, NO: 2, D: 1, SD: 0 SA: 3, A:13, NO: 4, D: 1, SD: 1

I’m not good at learning science even with the help of technology. (*re-
verse scored)

SA: 5, A:11, NO: 4, D: 2, SD: 0 SA: 1, A:13, NO: 3, D: 4, SD: 1

I prefer to use technology to learn science rather than textbooks. SA: 4, A:10, NO: 5, D: 3, SD: 0 SA: 4, A: 8, NO: 7, D: 2, SD: 1

I don’t think technology is useful for learning science (*reverse scored) SA: 6, A:11, NO: 4, D: 1, SD: 0 SA: 5, A:11, NO: 3, D: 2, SD: 1

I use technology to explore and learn new science ideas. SA: 4, A:13, NO: 4, D: 1, SD: 0 SA: 4, A:15, NO: 1, D: 2, SD: 0

I feel comfortable using technology to help me learn difficult science
ideas.

SA: 5, A:17, NO: 0, D: 0, SD: 0 SA: 5, A:13, NO: 2, D: 2, SD: 0

I would help raise money to protect nature. SA: 6, A:11, NO: 5, D: 0, SD: 0 SA: 6, A: 7, NO: 7, D: 2, SD: 0

I always turn off the light when I do not need it any more. SA: 5, A:13, NO: 4, D: 0, SD: 0 SA: 6, A:10, NO: 4, D: 2, SD: 0

I would like to sit by a pond and watch dragonflies. SA: 5, A: 4, NO: 8, D: 4, SD: 1 SA: 3, A:10, NO: 4, D: 5, SD: 0

Weeds should be killed because they take up space from plants we need. SA: 1, A: 5, NO: 5, D: 5, SD: 6 SA: 1, A: 7, NO:10, D: 3, SD: 1

Building new roads is so important that trees should be cut down. SA: 1, A: 0, NO: 1, D: 9, SD:11 SA: 0, A: 0, NO: 1, D: 8, SD:13

Because mosquitoes live in swamps we should drain the swamps and
use the land for farming.

SA: 1, A: 0, NO: 3, D: 7, SD:11 SA: 1, A: 0, NO: 2, D:13, SD: 6

I try to save water by taking shorter showers or by turning off the water
when I brush my teeth.

SA: 6, A:12, NO: 3, D: 1, SD: 0 SA: 7, A:11, NO: 3, D: 1, SD: 0

I like a grass lawn more than a place where flowers grow on their own. SA: 0, A: 3, NO: 4, D:10, SD: 5 SA: 3, A: 0, NO: 9, D: 9, SD: 1

I like to go on trips to places like forests away from cities. SA: 5, A: 6, NO: 5, D: 2, SD: 4 SA: 4, A:10, NO: 7, D: 1, SD: 0

I try to tell others that nature is important. SA: 4, A: 9, NO: 8, D: 0, SD: 1 SA: 3, A: 8, NO: 9, D: 2, SD: 0
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Table 13: Pre-Test to Post-Test Changes for Attitude Questions

Item Narrative-Only Narrative+CV+AR
I am sure that I can do well on science tests Median: 0, Mean:0.36, Std.Dev:0.79 Median: 0, Mean:0.18, Std.Dev:0.79
When I do not understand things in science I still try to learn
them

Median: 0, Mean:0.14, Std.Dev:0.56 Median: 0, Mean:0.05, Std.Dev:0.56

I think that learning science is important because I can use
it in my daily life.

Median: 0, Mean:0.32, Std.Dev:0.95 Median: 0, Mean:0.00, Std.Dev:0.95

I am not sure that I can understand difficult science ideas
(*reverse scored)

Median:-0, Mean:-0.77, Std.Dev:1.02 Median: 0, Mean:0.00, Std.Dev:1.02

When I make a mistake I try to understand why. Median: 0, Mean:0.27, Std.Dev:0.77 Median: 0, Mean:0.14, Std.Dev:0.77
I think that learning science is important because it makes
me think more.

Median: 0, Mean:0.00, Std.Dev:0.93 Median: 0, Mean:-0.05, Std.Dev:0.93

When I do not understand something in science I use tech-
nology to find things that will help me.

Median: 0, Mean:0.27, Std.Dev:0.77 Median: 0, Mean:-0.09, Std.Dev:0.77

I’m not good at learning science even with the help of tech-
nology. (*reverse scored)

Median: 0, Mean:0.05, Std.Dev:1.00 Median: 0, Mean:0.00, Std.Dev:1.00

I prefer to use technology to learn science rather than text-
books.

Median: 0, Mean:0.18, Std.Dev:0.85 Median: 0, Mean:0.27, Std.Dev:0.85

I don’t think technology is useful for learning science (*re-
verse scored)

Median: 0, Mean:0.23, Std.Dev:0.81 Median: 0, Mean:0.23, Std.Dev:0.81

I use technology to explore and learn new science ideas. Median: 0, Mean:0.36, Std.Dev:0.58 Median: 0, Mean:0.18, Std.Dev:0.58
I feel comfortable using technology to help me learn difficult
science ideas.

Median: 0, Mean:0.18, Std.Dev:0.73 Median: 0, Mean:-0.14, Std.Dev:0.73

I would help raise money to protect nature. Median: 0, Mean:0.18, Std.Dev:0.50 Median: 0, Mean:-0.05, Std.Dev:0.50
I always turn off the light when I do not need it any more. Median: 0, Mean:0.50, Std.Dev:0.80 Median: 0, Mean:0.05, Std.Dev:0.80
I would like to sit by a pond and watch dragonflies. Median: 0, Mean:0.23, Std.Dev:0.53 Median: 0, Mean:0.05, Std.Dev:0.53
Weeds should be killed because they take up space from
plants we need.

Median: 0, Mean:-0.59, Std.Dev:1.01 Median: 0, Mean:-0.27, Std.Dev:1.01

Building new roads is so important that trees should be cut
down.

Median: 0, Mean:-0.09, Std.Dev:0.53 Median: 0, Mean:-0.14, Std.Dev:0.53

Because mosquitoes live in swamps we should drain the
swamps and use the land for farming.

Median: 0, Mean:-0.18, Std.Dev:1.10 Median: 0, Mean:-0.27, Std.Dev:1.10

I try to save water by taking shorter showers or by turning
off the water when I brush my teeth.

Median: 0, Mean:0.05, Std.Dev:0.79 Median: 0, Mean:0.09, Std.Dev:0.79

I like a grass lawn more than a place where flowers grow on
their own.

Median: 0, Mean:-0.27, Std.Dev:0.63 Median: 0, Mean:0.05, Std.Dev:0.63

I like to go on trips to places like forests away from cities. Median: 0, Mean:0.09, Std.Dev:0.61 Median: 0, Mean:0.00, Std.Dev:0.61
I try to tell others that nature is important. Median: 0, Mean:0.05, Std.Dev:0.49 Median: 0, Mean:0.00, Std.Dev:0.49


	Abstract
	1 Introduction
	2 Related Work
	2.1 Relevant Theories of Learning and Education
	2.2 Narrative-Based Learning
	2.3 Outdoor Learning
	2.4 Outdoor Learning Driven by Context-Aware Technology
	2.5 Augmented Reality in Education

	3 Design Process
	3.1 Educational Content
	3.2 Feasibility Prototype
	3.3 Narrative Design
	3.4 Final Narrative

	4 System Description
	4.1 Engine and Core Features
	4.2 App Variants
	4.3 AR
	4.4 Image Classification Pipeline

	5 Pilot Study
	6 Evaluation
	6.1 Procedure
	6.2 Condition Assignment
	6.3 Participants and Recruitment
	6.4 Measures

	7 Findings
	7.1 Quantitative Analysis
	7.2 Qualitative Findings

	8 Discussion
	8.1 Narrative-based technology effectively guides local, self-directed outdoor learning
	8.2 Interactive characters spark curiosity
	8.3 Chat-based interactions motivate young learners to write
	8.4 The Narrative+CV+AR variant did not outperform the Narrative-Only one
	8.5 A learner's location in space must be carefully choreographed

	9 Limitations and Future Work
	10 Conclusion
	Acknowledgments
	References
	A APPENDIX

