
Pride and Professionalization in Volunteer 
Moderation: Lessons for Effective Platform–User 

Collaboration 

Joseph Seering, Brianna Dym, Geoff Kaufman, and Michael 
Bernstein 

Abstract. While most moderation actions on major social platforms are 
performed by either the platforms themselves or volunteer moderators, 
it is rare for platforms to collaborate directly with moderators to address 
problems. This paper examines how the group-chatting platform Discord 
coordinated with experienced volunteer moderators to respond to hate 
and harassment toward LGBTQ+ communities during Pride Month, June 
2021, in what came to be known as the “Pride Mod” initiative. Represen-
tatives from Discord and volunteer moderators collaboratively identified 
and communicated with targeted communities, and volunteers temporar-
ily joined servers that requested support to supplement those servers’ 
existing volunteer moderation teams. Though LGBTQ+ communities were 
subject to a wave of targeted hate during Pride Month, the communities 
that received the requested volunteer support reported having a better 
capacity to handle the issues that arose. This paper reports the results 
of interviews with 11 moderators who participated in the initiative as 
well as the Discord employee who coordinated it. We show how this 
initiative was made possible by the way Discord has cultivated trust and 
built formal connections with its most active volunteers, and discuss the 
ethical implications of formal collaborations between for-profit platforms 
and volunteer users. 

1 Introduction 

Every June, LGBTQ+ communities across social media celebrate Pride Month, but with in-
creased visibility comes an increase in targeted hate and harassment. For many volunteer-
run communities on platforms like Reddit, Facebook groups, and Discord, the wave of 
hate is larger than group moderators are equipped to handle, even on platforms where 
the company takes an active role in removing homophobic and transphobic content. On 
June 1, 2021, the start of Pride Month, dozens of volunteer moderators from some of 
the largest communities on Discord, a group-chatting app popular among teenagers and 
young adults, teamed up with the company’s Community Moderation Team to explore 
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ways to support these communities. The volunteers, later nicknamed “Pride Mods,” 
worked with Discord employees to identify servers that were likely to have difficulty 
handling the expected influx of hate and harassment and to offer an unusual form of 
support—for each server that requested help, Discord helped coordinate a set of highly 
trained volunteer moderators to temporarily join the server to bolster its existing moder-
ation team and help with a variety of tasks. While having a few dozen volunteers join a 
handful of servers may seem less impactful than, for example, the company deploying 
a new moderation algorithm or hiring additional commercial content moderators, the 
intervention was very well received by all parties involved, including the servers’ original 
moderation teams. Approximately 60 volunteers joined servers with a combined user 
population of more than one million, including several of the largest LGBTQ+ servers on 
Discord, allowing them to weather what would otherwise have been an overwhelming 
wave of hate. 

Formal collaborations between platforms and users in the domain of moderation are 
rare. On platforms that rely in part on volunteer moderators, there is typically at least 
an implicit division of labor between the platform and the volunteers (J. Nathan Matias 
2019b; Seering et al. 2019). For example, platforms frequently focus on broader issues 
and handle extreme or illegal content, while users deal with the moderation issues that 
arise within the communities they create (Seering 2020). Discord has pursued a much 
more collaborative approach to moderation by focusing on developing strong connections 
with users from communities with specific moderation needs. Discord has created 
what it calls a Moderator Ecosystem, a collection of moderation-focused Discord servers 
designed to give experienced volunteer moderators a direct line of contact with Discord 
employees, who collaborate with users to write educational resources for moderators 
and even to provide a formal program for semi-professional moderator training. The 
“Pride Mod” initiative described above grew from this collaborative approach. The idea 
originated from a conversation between volunteer moderators of large LGBTQ+ servers 
and the lead of Discord’s Community Moderation Team, which is a part of the platform’s 
Trust & Safety organizational structure. During the Pride Month initiative, this team lead 
directly recruited and coordinated “Pride Mod” volunteers from one of the Discord-run 
servers in the Moderation Ecosystem, connecting them with servers that had requested 
help. 

Collaborative approaches to moderation have the potential to help address large-scale 
social problems that manifest very differently across contexts. For example, platforms 
have historically struggled to distinguish between obscenity and art or between violent, 
graphic images and political speech (see, e.g., Facebook’s difficulty in determining how to 
moderate the famous Terror of War photograph (Roberts 2018; Seering 2020)). Though a 
very different problem, hate and harassment have proven similarly difficult for platforms 
to define in different contexts; language indicative of racism or homophobia in one 
context may have been co-opted to be humorous or even friendly when used within 
the targeted groups. While various platforms have attempted to find universal, context-
agnostic responses to such problems, their attempts have consistently failed to achieve 
the desired results (Gillespie 2018; Oliver L. Haimson et al. 2021b). Community-based 
platforms that rely on volunteer moderators can allow users some leeway to define these 
lines within their own communities, partially addressing the challenge of moderating 
content differently in different contexts. However, this approach only works if volunteer 
moderators have the technical capacity and resources to enforce the rules they create. 
The “Pride Mod” initiative sought to tackle one instance of this problem: Discord as 
a company does not have the ability to moderate all homophobic, transphobic, and 
otherwise hateful language toward LGBTQ+ users with sufficient sensitivity to context, 
especially given the variety of ways in which group members have co-opted some of 
the slurs used against them. Similarly, volunteer moderators in large communities 
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may not always have the resources or time to moderate everything in their servers, 
particularly during especially busy periods (Jiang et al. 2019; Kiene, Monroy-Hernández, 
and Hill 2016; Kiene, Jiang, and Hill 2019). Volunteer moderators and Discord employees 
cooperated to at least partially solve both of these problems by creating a more effective, 
better-supported form of context-sensitive moderation in LGBTQ+ servers during Pride 
Month. 

This paper chronicles the background, process, and outcomes of the ”Pride Mod” initiative 
through interviews with the Discord Community Moderation Team employee who oversaw 
the efforts and 11 moderators who participated (including follow-up interviews with 10 
of them). We analyze the initiative’s effectiveness and consider the potential of this type 
of collaboration in a wider variety of contexts. 

We explore four main questions: 

1. How did the context of the Pride Mod initiative—LGBTQ+ focused servers—affect 
how it proceeded? 

2. What were the organizational challenges associated with transplanting experi-
enced moderators into new communities? 

3. What ethical questions emerged from this use of volunteer labor by a for-profit 
platform? 

4. Could this type of collaboration generalize to other contexts and platforms? 

Broadly, we show that this initiative was successful in large part due to the ways in which 
Discord has cultivated trust with volunteer moderators and created its Moderator Ecosys-
tem, which gathers and formalizes volunteers’ expertise about moderation processes 
ranging from server setup to moderation team management to handling difficult situa-
tions. Discord was able to leverage these connections and the accumulated expertise to 
help coordinate support for communities in need of help during a difficult time. However, 
this form of platform–moderator collaboration would likely only succeed on platforms 
that have collaboratively developed a similar relationship with their moderators. 

The Pride Mod initiative occurred at a time when major social media companies were 
increasingly focused on educating and training volunteer moderators.1 As prior work has 
documented (Seering et al. 2019), formal training and onboarding materials for volunteer 
moderators are rare in the modern social media era; in some cases, communities create 
their own training documents, but platform support has typically been minimal. The 
recent increase in platform interest in training volunteer moderators signals a greater 
understanding of the value that these moderators bring, but it also raises questions 
about volunteer moderator labor. Volunteer moderators interviewed for this study often 
referred to their work as a second job; some regularly spend dozens of hours each week 
moderating their communities. The Pride Mod initiative was an especially clear example 
of this unusual labor arrangement, in which a company collaborated directly with a core 
set of highly trained volunteers to address a major moderation problem. This paper 
investigates the efficacy of this approach in the context of the four research questions 
to provide a starting point for more nuanced discussions of the ethics of this type of 
labor. 

1. See, e.g., initiatives from Facebook, Reddit, and Discord. 

https://www.facebook.com/business/learn/lessons/moderate-a-group
https://web.archive.org/web/20210909185103/https://old.reddit.com/r/modnews/comments/pl3ka2/mod_certification_programs_are_open_for_testing/
https://web.archive.org/web/20211026165856/https://discord.com/moderation
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2 Prior Work 

This literature review discusses how previous studies have addressed three topics: (1) 
the social dynamics of community moderation, (2) the challenges of moderation in 
online LGBTQ+ spaces, and (3) interactions between users and platforms on issues of 
moderation. We address each of these in turn. 

2.1 The Social Dynamics of Community Moderation 

In public discourse, approaches to moderation are often grouped into two major cate-
gories: top-down (platform-driven) moderation and bottom-up (user-driven) moderation. 
The middle ground, in which users and platform employees both participate in modera-
tion in different but often complementary ways, is common but frequently overlooked 
in academic literature (Seering 2020). For example, Reddit users are responsible for 
moderating individual communities; they are permitted to create rules, develop and use 
their own tools, and organize their moderation team as they see fit. Reddit has taken on 
the complementary responsibilities for handling certain types of extreme abuse and for 
making sure that moderators are maintaining a minimum standard of decency in their 
communities. Facebook groups exhibit a similar division of labor, though Facebook’s 
moderation algorithms regularly supersede or contradict volunteer moderators’ judg-
ments. Even on YouTube, which is typically seen as an example of top-down moderation, 
users can moderate comments on their videos and livestreams or appoint other users to 
do so for them. 

Recent work has documented the different roles that users and platforms play in con-
tent moderation, sometimes even noting the conflicts that take place between these 
groups (J. Nathan Matias 2019b, 2016). However, the academic literature has docu-
mented few cases of formal collaboration between users and platforms. Such coopera-
tion may be unusual because relationships between platforms and volunteer moderators 
are generally rare or, in some cases, antagonistic. Such collaborations may also create 
expectations that platforms may wish to avoid. We argue in this paper that this form 
of collaboration, if properly designed, could help address significant shortcomings in 
current approaches moderation. 

Online communities and their governance methods have been formally studied since the 
late 1970s (e.g., Hiltz and Turoff (1978)). Early research focused on the social potential 
and interpersonal behavioral challenges of the internet. There was a rapid increase 
in the volume of work studying the governance processes in online communities in 
the 1990s, including power dynamics (Reid 1999), problematic behaviors, (MacKinnon 
1997; Donath 1999), moderation (Smith 1999), and community design (Morningstar and 
Farmer 1991). In the 2000s focus shifted toward productivity in online communities 
(e.g., Wikipedia (Kittur et al. 2007; Forte, Larco, and Bruckman 2009; Geiger and Ribes 
2010) and open source software projects (O’Mahony and Ferraro 2007). 

Researchers began focusing more and more on the “science” of moderation in the early 
2010s, inspired in large part by Kraut and Resnick (2012)’s Building Successful Online 
Communities. Subsequent work in the social computing and computer-supported coop-
erative work fields has implicitly or explicitly addressed questions such as “What are the 
processes for moderation in online communities?” and “How can these processes be 
improved?” Seering et al. (2019), for example, mapped three such processes—“Being 
and becoming a moderator,” “Moderation tasks, actions, and responses,” and “Rules 
and community development.” Prior studies have identified moderation challenges in 
specific types of spaces, including Asian-American and Pacific Islander communities on 
Reddit (Dosono and Semaan 2019) and special interest communities with high standards 
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for rigor in posted content (Gilbert 2020), and recent work has empirically tested differ-
ent types of interventions (Seering, Kraut, and Dabbish 2017; Jhaver, Bruckman, and 
Gilbert 2019; J Nathan Matias 2019a). A separate strand of the literature challenges the 
implicit assumption in prior work that moderators were interchangeable generalists by 
identifying different archetypes for moderators who perform discrete roles within mod-
erator teams (J. Nathan Matias 2019b; Wohn 2019; Seering, Kaufman, and Chancellor 
2020). 

This paper builds on these recent studies. For example, Seering et al. (2019)’s analysis 
of moderator onboarding processes could likely be extended to predict that the rapid 
onboarding of new moderators into unfamiliar communities would generally lead to 
poor outcomes. Similarly, we might draw from the conclusions in Dosono and Semaan 
(2019) and Gilbert (2020) to argue that moderation in identity-focused communities and 
spaces with fairly strict rules for permitted content and behaviors (both of which apply 
to the LGBTQ+ spaces we analyze here) would require a longer training period and/or 
a deep personal familiarity with the topic. Finally, we could conclude from past work 
on role division in moderation teams (Wohn 2019; Seering, Kaufman, and Chancellor 
2020) that such teams in existing communities are likely to have balanced their labor 
across different roles, and an influx of new users without assigned roles would upset 
this balance. However, in the Pride Mod case, all of these predictions drawn from prior 
work, at least in the way we initially framed them, were incorrect. As we discuss below, 
our initial predictions underestimated how well moderators were able to bring in outside 
expertise and adapt it to these new contexts. 

2.2 The Challenges of Moderating Online LGBTQ+ Spaces 

Most of the studies mentioned above, with the exception of Dosono and Semaan (2019) 
and Gilbert (2020), drew broad, generalizable conclusions about volunteer moderation 
as a whole or across a specific platform rather than within specialized types of com-
munities. While few studies have focused on volunteer moderation processes within 
LGBTQ+ communities on mainstream platforms like Reddit, Discord, or Facebook Groups, 
prior work has shown that different communities have different moderation needs and 
sometimes even different concepts of justice (Schoenebeck, Haimson, and Nakamura 
2021). Guerrero Pico, Establés, and Ventura (2018) discussed moderation challenges 
when factions within a specific LGBTQ+ community become “toxic,” but we are primar-
ily interested in attacks from outsiders. Uttarapong, Cai, and Wohn (2021)’s work on 
the harassment experiences of women and LGBTQ+ live streamers on Twitch aligns 
more closely with the focus of this study, discussing the role of moderation tools and 
technologies as well as moderators’ emotional and relational work. 

Scheuerman, Branham, and Hamidi (2018)’s “Safe Spaces and Safe Places,” though not 
written specifically about moderation, is perhaps the most comprehensive analysis of the 
harms that transgender people experience online. The authors situated harms across 
several axes—targeted vs incidental, directed toward individuals or entire communities, 
and sourced from outsiders or insiders—which align well with what interviewees shared 
with us in the current study. As discussed in Scheuerman, Branham, and Hamidi (2018), 
the moderators we interviewed described creating their servers to be a safe space 
for members of their communities. However, the desire to create a protective barrier, 
excluding outsiders who intended to do harm, often conflicted with the desire to recruit 
new well-intentioned users into the community, especially in times of increased visibility 
like Pride Month. 
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2.3 User–Platform Interactions in Moderation Contexts 

Though few examples of collaborations between platforms and users on moderation 
issues have been documented in the research literature, prior work has identified nu-
merous examples of conflicts. For example, Gerrard (2018) and Chancellor et al. (2016) 
identified users’ strategies for finding and posting pro-eating disorder content on Insta-
gram, circumventing the algorithms that platforms deploy to attempt to remove such 
content or prevent users from finding it. Other scholars have documented conflicts 
between users and platforms over rules about gender and self-presentation (Gerrard and 
Thornham 2020), including the years-long battle between Facebook and its users about 
the rules regulating breastfeeding photos Gillespie (2018). Similarly, Ruberg (2020) 
critiqued how Twitch defined sexual content, arguing that its rules regarding how women 
self-present (and how they are enforced) were based on inherent social biases against 
women in gaming spaces. Examples from Reddit illustrate a more direct form of collective 
action, in which moderators opposed to a particular action taken by the platform have 
organized “blackouts” with the (sometimes successful) intent to pressure the platform 
to make policy or technical changes (Centivany and Glushko 2016; J. Nathan Matias 
2016). 

Despite the relative dearth of studies specifically on volunteer moderation processes in 
LGBTQ+ online communities, much has been written about moderation-related conflicts 
between individual LGBTQ+ users and platforms. For example, Haimson and Hoffmann 
(2016) and MacAulay and Moldes (2016) investigated how Facebook’s real names policy 
has harmed people with non-normative identities, including transgender and gender 
non-conforming users. Similarly, Edwards and Boellstorff (2020) documented conflicts 
between Tumblr and its users after it announced a ban on most adult content in late 
2018, and Oliver L Haimson et al. (2021a) argued that these policy changes curtailed 
much of the freedom that had made the platform a “trans technology.” A final thread of 
work on conflicts has analyzed the disproportionate impact that platform moderation 
and recommendation algorithms have on various populations of users. Simpson and 
Semaan (2021) argued based on interviews with LGBTQ+ TikTok users that, while the 
platform did in some cases reaffirm their identities by showing them relevant personalized 
recommendations, the algorithms tended to promote normative representations of those 
identities, e.g., ”mainstream” lesbian content. Oliver L. Haimson et al. (2021b) found, 
based on user self-reports, that transgender users experienced disproportionately high 
levels of content removal, and Caplan and Gillespie (2020) referenced a number of cases 
in which LGBTQ+ users felt they had been targeted by YouTube’s moderation algorithms 
because of their identities. Yet despite an extensive literature on conflicts, perhaps the 
most common form of interaction between users and platforms is a lack thereof. Seering 
et al. (2019) found that volunteer moderators in online communities frequently report 
that they have never communicated with any platform employees, and many feel the 
platform probably doesn’t know that their community even exists. 

3 Background 

In May 2021, in preparation for an expected increase in hate speech and harassment on 
the platform during Pride Month 2021, Discord’s Community Moderation Team began to 
connect with volunteer moderators, primarily from LGBTQ+ servers, to coordinate and 
discuss how best to provide support for servers that were likely to be targeted. On June 
1, a representative of this team, which forms part of Discord’s broader Trust & Safety 
organizational structure, sent a message to users in a Discord server that is accessible to 
owners of partnered servers, which are servers that have applied for formal recognition 
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and met certain standards for quality and activity.2 Members of this server included 
moderators of LGBTQ+ focused servers as well as a variety of others. 

Figure 1: Message announcing opportunities to receive additional support. Post format 
reproduced from original text. 

The message, shown in Figure 1, offered support for servers that expected to experience 
difficulties. It linked to a survey with questions about the name and type of server re-
questing help, what type of help would be needed, and when the additional volunteers 
should join.3 Much of the coordination involved in matching volunteers to servers took 
place in a Discord server named the “Discord Moderator Discord” (DMD), which at the 
time of this study was run by Discord’s Community Moderation Team to host and com-
municate with the most active and knowledgeable moderators on the platform. A similar 
announcement to the one in Figure 1 was made on the DMD, offering support to server 
moderators who felt they might need it, and another announcement was made in parallel 
soliciting volunteers who would be the support. 

According to the Discord employee we interviewed, who we refer to as “Alex,” prepara-
tions for the initiative began in April 2021 with discussions in the DMD between Discord 
staff and a group of server members, all of whom were experienced moderators—several 
on major LGBTQ+ focused servers. 

In 2020, Discord had promoted a few LGBTQ+ servers in [Server] Discovery, 
which increased activity in those servers and prompted support from the DMD 
at that time with [volunteer] moderators offering support. In 2021, we knew 
regardless of whether they appeared in discovery, LGBTQ+ servers would 
have increased activity regardless, so we wanted a more organized approach 
to democratize the support more, as well as provide a means for ensuring 
the moderators offering support could more easily coordinate (Alex, Discord 
Community Moderation Team). 

2. Partner server requirements at the time of this study can be found here. 
3. The full help request survey can be found at here. 

https://web.archive.org/web/20210513131418/https://support.discord.com/hc/en-us/articles/115001494012-Discord-Partnership-Requirements
https://web.archive.org/web/20211026005125/https://survey.alchemer.com/s3/6370343/LGBTQ-Moderation-Support-Request
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Alex stated that it had been a priority for several years to recruit LGBTQ+ communities 
into the partner program discussed above and into the Moderator Ecosystem centered 
around the DMD, where moderators of LGBTQ+ servers would have a more direct line of 
communication to Discord Community Moderation Team employees. This aligns with 
what we found in our other interviews: most of the servers that requested support had 
at least one moderator in the DMD already, some of whom had helped plan the Pride 
Mod initiative. 

It is important to note that most of the moderators who volunteered their support during 
the Pride Mod initiative were vastly more experienced than the average Discord modera-
tor; many were working concurrently as moderators of some of the largest non-LGBTQ+ 
servers on Discord, and all were part of the Discord Moderator Ecosystem centered 
around the DMD. This ecosystem includes a variety of advanced moderation resources 
curated by Discord, including a formal training program run by its Community Moderation 
Team for volunteer moderators who want to moderate professional spaces, a mentorship 
program for younger moderators, and an “academy” hosted on the Discord Moderator 
Academy section of Discord’s website. This academy features articles written by volun-
teer moderators (who are compensated for their time) on topics ranging from the details 
of bot management to high-level philosophical questions about moderation. Beginning 
in mid-2021, entry into this ecosystem of elite moderators required a top score on a 
moderation exam administered and graded by Discord Community Moderation Team em-
ployees, which featured questions on topics covered in the Discord Moderator Academy 
articles that were partly inspired by discussions within the DMD. Thus, the volunteer 
ecosystem members were highly experienced moderators who treated moderation as 
something approaching a formal profession. 

A total of ten servers applied for support during Pride Month.4 Three of the ten eventually 
decided they could manage without formal support, but the remaining seven all received 
volunteers; four were specifically LGBTQ+ focused, and three had a different focus but 
were receiving a large influx of hate due to Pride Month-specific events (e.g., hosting 
LGBTQ+ speakers, holding events focused on LGBTQ+ issues, and issuing pro-LGBTQ+ 
rights statements). These seven servers had a combined population of approximately 
1.1 million members and included several of the largest LGBTQ+ focused servers on 
Discord, which, due to their size and visibility, were the most heavily targeted. More than 
60 moderators from the DMD signed up to help and were distributed among the servers 
that requested support. 

The initiative concluded at the end of June 2021. Some of the volunteers continued 
to moderate the communities they had joined, while others left to focus more on their 
other moderation work. Interviewees, including existing server moderators and new 
volunteers, almost universally agreed that the initiative had been successful overall and 
that the additional support provided by volunteers helped ease the burden of moderators 
who might otherwise have been overwhelmed. 

4 Methods 

We conducted interviews with eleven Discord moderators. Eleven interviews were con-
ducted at the beginning of Pride Month and ten follow-up interviews were conducted 
with the same set of interviewees at the end of Pride Month. Interviewees came from six 
of the seven servers that requested and received help, either as pre-existing moderators 
for those servers or volunteers that joined. Six of the interviewees were pre-existing 

4. Eight of the ten servers were primarily English speaking, one was Spanish speaking, and one was Por-
tuguese speaking. 

https://discord.com/moderation
https://discord.com/moderation
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moderators, and five were new volunteers that joined servers that requested help. The 
first set of interviews focused on reasons for participating in the initiative (either in re-
questing or providing support), expectations for the process and its likely outcomes, and 
broader philosophical questions about moderator labor. The follow-up interviews fo-
cused on interviewees’ opinions on the success of the initiative, the challenges involved, 
and additional questions about moderator labor to see if their opinions had changed after 
participating. Most interviews were conducted by Discord voice call, with an average 
interview length of 40 minutes, but some interviewees preferred to communicate via 
text or were not able to use audio. 

We also conducted one structured interview via text with a Discord employee who was 
part of the Community Moderation Team that organized the initiative. In exchange for 
obtaining an on-the-record statement, the authors agreed to limit their questions to the 
Pride Mod initiative and relevant context. We believe this was a worthwhile compromise 
to make, but the resulting comments should be viewed with this in mind. The questions in 
this employee interview focused on the role Discord played in the initiative, the motivation 
and historical context for the initiative, the primary challenges encountered, and the 
place for this type of intervention in the future. 

We report participants’ demographics in aggregate because in some cases the combi-
nation of identity characteristics could clearly identify them to other members of their 
communities. We report their gender and sexual orientation in the language that partici-
pants used rather than attempting to standardize. Though some interviewees may have 
been transgender, and indeed some were moderators of trans-focused servers, we did 
not collect this information unless they specifically decided to identify as such. 

Of the six pre-existing (PE) moderators, three identified as male (including one who 
specified that they are cis-male), two identified as non-binary, and one identified as 
female. Two moderators identified as heterosexual, one identified as gay, one as a 
lesbian, one as pan, and one as gray asexual and panromantic. 

Of the five new volunteer (NV) moderators, four identified as male and one as female. 
Two identified as straight, one as gay, one as asexual, and one declined to share their 
sexual orientation. 

All interviewees were aged 18–34; most were in their mid-20s. Nine were white, one 
was South Asian, and one was Hispanic. Seven were from the United States, three were 
from Western Europe, and one was from India. 

The interview text was transcribed and the responses were grouped into categories 
based on the question being answered (or the topic if the interviewee was not explicitly 
answering a question). Open coding was then used to summarize common themes 
as per the guidelines for open coding in Creswell (2013, p. 86–89, 184–185). Text 
was separated into thematic chunks, each of which contained a single idea relevant to 
the research questions. Chunks varied in length from a few words to a full paragraph. 
The analysis was performed within pre-structured categories based on the research 
questions, but we inductively coded chunks into themes within each category. The 
results include summaries of the aggregated responses to direct questions as well as a 
discussion of emergent themes. 

5 Results 

In this section, we discuss our findings for each of the four research questions in turn, 
beginning with factors impacting how the intervention proceeded and moving to the 
ethical questions it raised and its broader applicability. We attribute quotes to the type of 
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interviewee (pre-existing (PE) or new volunteer (NV)) because the community of active 
moderators on LGBTQ+ Discord servers is small enough that it would be easy in some 
cases for members of that community to identify the interviewee, and we have chosen 
to prioritize their privacy. 

5.1 Intervention Context: Moderation in LGBTQ+ Spaces 

For the moderators who run them, LGBTQ+ servers are often incredibly meaningful and 
important spaces. One interviewee spoke about their offline experiences as a queer 
person, which involved being called slurs, being discriminated against at work, and even 
being the target of violence. They described how one of the servers they moderate 
was created after one of the founder’s friends was killed because of their identity. The 
moderators of these servers are thus heavily invested in creating a truly safe space for 
people who may not have any other safe places to be themselves, a theme found in prior 
work on the creation of LGBTQ+ spaces on other platforms (Dym et al. 2019). 

Accordingly, these moderators take their roles very seriously, in many such servers 
they are “on duty” in shifts that cover all hours of the day and night. They discussed 
the challenges of moderating LGBTQ+ servers at length in the interviews, identifying 
different types of common problematic behaviors they face both within the server and in 
direct messages they receive as moderators. The most common form of abuse was the 
use of homophobic and transphobic slurs, either by individuals or in “raids”—externally 
coordinated attacks against a server by a group of Discord users who intend to harass 
users en masse, cause chaos, and disrupt the normal function of the server. While most 
servers in this space have moderation bots configured to remove messages containing 
common slurs and their lexical variants, offending users are often creative in finding new 
ways to get around common rules. Slightly more sophisticated types of abuse include 
posting hateful imagery, memes, and sometimes videos, or using such images as profile 
photos. One moderator (PE) recalled a video that was posted showing a long list of 
companies simultaneously switching their logos back to non-pride colors as soon as 
Pride Month ended, sending a message to community members that everybody would 
stop caring about them as soon as July 1st arrived. Though the deluge of hate was in many 
cases extreme, moderators of these spaces tended to discuss it with a fairly detached 
attitude. 

Most of the time, it’s just another troll spamming slurs. You get used to it. 
Sometimes they hit those tough spots, but you generally just have to be ready 
for everything. (PE) 

A major strategy for dealing with harassment and hate is the use of strict gating systems. 
On the majority of the LGBTQ+ servers moderated by interviewees, each user who wanted 
to join the server was required to go through a vetting process that involved answering a 
series of questions, often about their identity and how they found the server. In some 
cases they were required to provide links to their social media profiles so moderators 
could assess whether or not they were well intentioned. Along with each user’s answers 
to these questions, some servers used custom-made bots to automatically gather data 
about the user, including when their account was created, whether they had verified the 
email address attached to the account, what invitation link they had used to join the 
server and who had created that link, and who else had joined using the same link. All 
of this information was then synthesized so that moderators could make a judgment 
about whether to allow the user to join, but in some cases moderators asked follow-up 
questions as well. 

Tons of people link us [social media] profiles where they’re just blatantly 
homophobic, and it helps us keep out a lot of trolls, but we get like 600 
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new users joining every day and with that many people joining, it’s very time 
consuming. (PE) 

Though this approach typically proved effective in preventing hate and harassment within 
the gated parts of the servers, it created an enormous separate workload for moderators 
who had to vet each user requesting to join. 

A less visible form of attack reported by moderators in LGBTQ+ servers was harassment 
via direct messages. Most of the interviewees moderating these servers reported receiv-
ing messages full of slurs, death threats, and even images with extreme gore and child 
abuse. 

Of course we get that stuff. It just kind of goes without saying. Moderators 
understand what space we are in. (NV). 

Moderators reported responding to this problem primarily in one of two ways: either 
turning off direct messages from users not on their friends list, or simply reporting 
the sender each time it happened. Moderators noted that the latter response could 
sometimes be difficult, as senders could simply delete their own message before it could 
be reported. Some moderators mentioned that Discord was in the process of internally 
testing ways to address this issue, but the lack of technical protections against this type 
of extreme personal attack remains a serious problem as of the time of writing. 

5.2 Organizational Challenges: Transplanting Moderators into New Contexts 

As described above, LGBTQ+ servers have unique moderation challenges, sophisticated 
moderation processes, and moderators who are often deeply emotionally invested in 
the server’s well-being. Therefore, suddenly adding multiple moderators to the server 
who have no experience in these areas could be expected to cause serious problems. 
However, this was not the case in the context of the Pride Mod initiative. All Pride Mod 
volunteers reported that their onboarding experiences had gone at least fairly well, and 
all pre-existing moderators of servers that requested support reported that, aside from 
some confusion during the first few hours in a few cases, they were able to communicate 
well with the volunteers overall. In this section, we identify and discuss two possible 
reasons for this success. 

First, the servers receiving support had fairly thorough onboarding materials for new 
moderators. These typically described the server’s general moderation philosophy, 
the different roles in the server, how to use its moderation tools, and a list of example 
situations moderators might encounter and the procedure for handling them. 

Over the last year we reworked our training materials [...] We used to have a 
big Google Doc that was like a mod manual, but we threw that out and rebuilt 
it like a run book, like here are our procedures as a team and here’s what we 
do in these situations. (PE) 

Another moderator (PE), who was part of a moderation team with about 40 members in 
a very large gaming server, discussed what he felt had been a hectic onboarding process. 
In the afternoon of June 1st, after realizing there was an urgent need for additional help, 
a moderator from this server was able to recruit 10 additional volunteer moderators 
through the Pride Mod initiative within half an hour. This moderator spent the next half 
hour explaining processes to the recruits, referring at times to existing documentation and 
ensuring that the recruits knew who to contact for various issues they might have. 

Our staff structure is a little bit different than most moderators are used 
to, so we had to explain that to them. We have a senior mod team with a 
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manager, but we also have other people managing different teams like the 
events team. (PE) 

While the new volunteers were tasked with banning users who used egregious slurs or 
hate speech, a moderator from this server wrote additional documentation to explain to 
the volunteers how to handle more nuanced, Pride-specific situations such as developing 
a process to deal with users from non-Western cultures for whom certain terms had 
different meanings. Though the organizational structure for moderators on this server 
was unusually complex, this level of organization made it easier for the server to absorb 
and rapidly integrate new moderators. 

The second reason that the onboarding proceeded mostly smoothly was the level of prior 
experience and training that the volunteers had acquired as part of their prior moderator 
roles and their involvement in the Discord Moderator Ecosystem. 

This was easier compared to moderators who we have to train from scratch 
[…] since the moderators we requested for our [server] have the necessary 
experience and enthusiasm required for the job, it’s much easier for them to 
just come in and help. (PE) 

In the first round of interviews at the beginning of Pride Month, server moderators who 
requested support were asked whether they had concerns about non-LGBTQ+ volunteers 
stepping in to moderate an LGBTQ+-focused server. Most interviewees acknowledged 
this as a potential issue, but were optimistic that it would not be difficult to handle with 
good communication and documentation. In many servers, the new volunteers handled 
routine tasks such as vetting users and monitoring for hate and slurs not caught by the 
bots; while these tasks did require some subjective judgments, interviewees reported at 
the end of the month that they had been able to resolve issues that arose without signifi-
cant problems by discussing them with pre-existing moderators. One server owner (PE) 
talked about a more social, interpersonal role for moderators, suggesting that they might 
be able to take on tasks like having private conversations with users having a particularly 
difficult time in their lives because of issues related to their identities. This moderator 
believed community members would be at least moderately receptive to having non-
LGBTQ+ users participating in the community temporarily, in part because their presence 
constituted a strong signal of support for the community. In their follow-up interview at 
the end of the month, this PE reported that these types of positive personal interactions 
occasionally occurred between volunteers and community members did happen, though 
the frequency lower than expected. 

The relative ease of onboarding during this initiative raises questions about the inter-
changeability of moderators. For example, is moderation work perhaps not as community 
specific as prior research has led us to believe? The response to this question likely has 
two parts. First, the moderators involved in this initiative were among the best trained 
on the platform, within the top few hundred among hundreds of thousands. It is very 
unlikely that an average moderator could adapt to a new environment so quickly. The 
second part of the response is that while the volunteers did successfully integrate into 
the new context, they were primarily placed in roles in which they dealt with content 
(like aggressive slurs and harassment) that is egregious enough to be handled similarly 
across most well-run servers and for which specialized knowledge was not needed to 
determine how to intervene. These volunteers did not typically participate in the broader 
governance of the servers they joined, nor did they make new policies or decisions about 
the future of the server. Thus, while it is plausible that there is a core set of skills that are 
transferable across different types of communities, it remains likely that certain roles 
are best filled by moderators with community-specific experience. 
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5.3 Ethical Questions Associated with the Use of Volunteer Labor 

Though the Pride Mod initiative was widely regarded by all interviewees as a success, at 
its core it involved using unpaid volunteer labor to solve a moderation challenge on a 
for-profit platform. The initiative’s success must therefore be judged in the context of 
questions about the ethics of a company’s paid employees working alongside unpaid 
volunteers on one of its most complex and challenging problems. 

In all this, we learned that we have the ability to connect willing moderators 
with communities in need of assistance, and we should leverage not only the 
tools we offer for moderation in the platform and the work our internal teams 
do more generally when there are notable influxes of users to any cluster of 
communities, but [also] our community at large [emphasis added]. 

We also learned that there are a lot of people out there who care about 
platform safety in the sense that they are willing to help out their favorite 
communities, and communities they may be learning more about for the first 
time, all while bringing their skills and expertise into what it takes to build 
safe and thriving communities. (Alex, Discord Community Moderation Team.) 

This strategy could be criticized as inherently unethical: one could argue that instead of 
spending its own resources, Discord offloaded its responsibilities onto volunteers who 
contributed thousands of hours of unpaid labor (Brown and Hennis 2019). Though this 
argument is worth taking seriously, every volunteer moderator interviewed for this study 
maintained that the initiative was not exploitative at its core for two reasons. First, it 
would be financially impossible for Discord to hire moderators to moderate every server. 
Second, even if Discord could, that would not be a desirable outcome. The moderators 
argued that the situation could not be labeled as exploitative or not on its own, but should 
be considered in comparison to possible alternatives. Given the choice between being 
allowed to moderate their own communities (albeit through significant unpaid labor) and 
not being allowed to moderate their own communities, interviewees strongly preferred 
the former. 

One interviewee added a caveat to this position, arguing that a volunteer-based modera-
tion system can only be ethical so long as the platform listens to the needs of moderators 
and spends significant resources developing tools and processes to support them. 

I don’t really think that it’s Discord’s responsibility to pay mods, but I think 
Discord can do more [to support us]. [For example,] Discord doesn’t really 
offer any type of psychological support or or mental support, but I regularly 
have to look at and delete very inappropriate [content] like videos of suicides, 
for example, and of child [sexual abuse]. (PE) 

Ultimately, it is important to remember that Discord is not a platform moderated only by 
volunteers; there is a division of labor between volunteers and the platform in which each 
performs a set of distinct but complementary tasks. Rather than asking “Is volunteer 
moderation ethical?”, we argue that it is more productive to ask questions like “Is the 
division of labor fair?” and “Are volunteer moderators given the support they need to 
safely and effectively manage their communities?” Treating volunteer-reliant models 
as part of a spectrum of possible models rather than as a monolith can lead to more 
productive discussions about how they might be improved in the future. 

5.4 Generalizability of the Pride Mod approach 

The Pride Mod approach to handling harassment and hate at scale proved effective in 
this case. Based on the interviewees’ responses, it could also be effective in other similar 
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situations on Discord. Alex, the Community Moderation Team employee responsible 
for overseeing the initiative, confirmed that there are plans to expand beyond the Pride 
Mod case to create a more formal, ongoing program that operates in much the same 
way: 

As our safety programs grow and we certify more moderators within pro-
grams, we are confident there will be a broader base of moderators willing 
to participate in this program. We also will be able to reach out to more 
communities—in and outside of our programs—more in advance, so we antici-
pate the program will expand. (Alex, Discord Community Moderation Team) 

In their interview, Alex strongly emphasized that they thought “Finding communities 
wanting this assistance!” was the biggest challenge associated with making an initiative 
like this successful. Discord servers do not have a single central directory, and many 
servers are intentionally kept private without a public footprint. As such, the company 
cannot feasibly contact moderators of every server that might benefit from support during 
such an initiative. In this initiative, the servers that received an offer of support were 
primarily of sufficient size and activity to participate in formal Discord programs (and 
most were English-language servers), though some additional servers were contacted 
through less formal means. Though the most active servers are by definition the most 
likely to need support, since attackers are more likely to discover and target them, we 
suggest that future initiatives should be assessed partly according to their ability to reach 
as many communities in need of assistance as possible. 

Alex and many of the moderator interviewees were broadly optimistic about the potential 
future for this type of program on Discord. However, evidence gathered in our interviews 
suggests that implementing such a program on another platform might be challenging 
for two reasons: the need for pre-existing server moderators to trust the volunteers, and 
the need for both to trust the host platform. This program was effective in large part 
due to Discord’s focus on professionalizing volunteer moderation through its Moderator 
Ecosystem. The volunteer Pride Mods were very experienced but, perhaps more impor-
tantly, they were part of an established community with strong reputation signals. Many 
of them already knew each other, and those who did not had a wealth of information 
they could draw on to evaluate each other. Server owners were much more comfortable 
trusting these moderators to join their communities than they would have been with 
users they had no connection to because they could be fairly confident of the Pride 
Mods’ good intentions and competence. Most social platforms do not have communities 
like the Discord Moderator Ecosystem, which are far from trivial to create; Discord has 
spent several years and most likely tens of thousands of hours curating and growing 
this community and the associated resources. Though Alex was optimistic when asked 
about the potential for this approach to work on other platforms, they acknowledged the 
importance of having such a community: 

Discord was able to leverage networks of users within our education initiatives 
and communities, so a similar means of connecting with users on the platform 
would be instrumental in organizing a comparable effort. (Alex, Discord 
Community Moderation Team) 

Choosing to participate in such an initiative requires a non-trivial amount of trust in 
the host platform, particularly for moderators of LGBTQ+ communities who might have 
concerns about granting authority to moderators who had been recruited and organized 
by the platform. Yet when the Discord Pride Mod initiative was announced, owners of 
several major servers were willing to trust the process enough to request support. This 
trust was built over the course of several years of mostly positive interactions between 
experienced moderators and Discord employees; most interviewees could recall at least 
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one instance in which they had discussed a problem with Discord staff and had felt their 
concerns were heard. For example, several interviewees recalled a situation in which 
an issue with a newly announced feature could have led LGBTQ+ users to accidentally 
out themselves if they used certain server-specific emojis in the wrong context, but 
interviewees reported that Discord staff were responsive to this concern when made 
aware of it and the feature was adjusted. Some interviewees even mentioned cases in 
which Discord employees joined servers to help moderate in special cases when urgent 
support was requested. 

So I do think really, if it did absolutely come down to it, the [Discord] staff 
that are working on outside stuff or working on support, trust and safety or 
development, they would take the time to help. (PE) 

However, users on other platforms might have less trust in employees who reached 
out to offer support. Group moderators on Facebook, for example, might be more 
skeptical about whether Facebook had ulterior motives if it announced an initiative 
like this one. 

Broadly, though there is significant potential for cooperation between users and platforms 
to help address serious moderation problems that neither party has been able to solve 
alone, such collaborations require a curated social infrastructure and a significant amount 
of trust in order to succeed. 

6 Conclusion 

This article documents a rare example of a successful collaboration between users and a 
platform to address a serious moderation issue. We have discussed how, while LGBTQ+ 
communities face unique moderation challenges due to the volume and variety of hate 
they receive, especially during Pride Month, an experienced set of volunteers was able 
to successfully integrate into their moderation teams to provide temporary support. We 
have also argued that, while there are reasonable questions about the ethics of a for-profit 
platform relying on volunteer labor, future debates over the ethics of volunteer-reliant 
models for moderation would benefit from comparing different forms this model can 
take rather than treating it as a homogeneous approach to moderation. Finally, we have 
argued that this approach could work on other platforms, but that there are significant 
implementation challenges that would require a long-term investment of resources to 
overcome. 

The most effective solutions to the most pressing moderation issues across the social 
web are likely to require participation from users as well as platforms; joint efforts could 
accomplish more than either actor could on its own. Though there are many ways in 
which platforms and users might collaborate in the future, it is important to consider 
what models are the most promising while remaining ethically sound. 
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