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ABSTRACT

Advances in conversational AI have the potential to enable more engaging and effective ways to teach factual knowledge. To investigate this hypothesis, we created QuizBot, a dialogue-based agent that helps students learn factual knowledge in science, safety, and English vocabulary. We evaluated QuizBot with 76 students through two within-subject studies against a flashcard app, the traditional medium for learning factual knowledge. Though both systems used the same algorithm for sequencing materials, QuizBot led to students recognizing (and recalling) over 20% more correct answers than when students used the flashcard app. Using a conversational agent is more time consuming to practice with; but in a second study, of their own volition, students spent 2.6x more time learning with QuizBot than with flashcards and reported preferring it strongly for casual learning. Our results in this second study showed QuizBot yielded improved learning gains over flashcards on recall. These results suggest that educational chatbot systems may have beneficial use, particularly for learning outside of traditional settings.

CCS CONCEPTS

• Human-centered computing → Natural language interfaces; • Applied computing → Education; • Computing methodologies → Artificial intelligence.
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Figure 1: Screenshots of QuizBot: (left) a user just answered a question correctly by typing an answer, (right) feedback was given to a user’s incorrect answer.


1 INTRODUCTION

A great deal of learning involves factual knowledge (e.g., numerous topics in medicine, language, and law). Further, such information is often learned outside of a formal classroom setting. Developing more effective automated methods for accelerating or improving factual learning therefore has the potential to benefit a multitude of students on a broad scale.

Traditional electronic tools for practicing factual knowledge tend to be flashcard based [15, 29, 30]. Flashcard apps are simple and can be easily designed to provide personalized adaptive practice based on well-studied models of human memory [14, 50, 55]. However, to optimize for speed, flashcards typically involve passive learning (i.e., the user is asked to visualize the answer and then check for correctness). This may not fully take advantage of the testing effect (retrieval through testing with proper feedback) [48]. As shown in many previous studies, retrieval practices like testing lead to higher retention than purely studying via even multiple passive means of self-evaluation [8, 34, 47]. Feedback received from test results further improves retention [3, 37].

Moreover, flashcards are not typically designed to be engaging, making their effectiveness heavily dependent on people’s desire to learn. Research confirms engagement can mediate learning effectiveness [7, 27], especially for technology-based learning [26]. A more engaging way to learn factual knowledge could therefore lead to better learning outcomes.

One possible path towards boosted engagement is using Natural Language Processing (NLP) powered chatbots, which are becoming increasingly sophisticated [21, 52]. For example, such systems enable students to speak or type out their answers during a two-way dialogue and receive targeted feedback from NLP techniques interpreting the spoken or written words. This new interaction for learning factual knowledge may be much more motivating and engaging, and may also be more effective at providing adaptive feedback and promoting deeper learning [11].

Given this potential for conversational approaches to enhance learning, we designed and built QuizBot, a dialogue-based adaptive learning system for students to learn and memorize factual knowledge in science, safety, and advanced English vocabulary. These three subjects were chosen because they cover diverse topics in medicine, language, and rules. They can represent important subclasses of factual knowledge that are usually learned outside the classroom setting.

On the technical side, QuizBot leverages the supervised Smooth Inverse Frequency (SIF) algorithm [2] for automatic answer grading and the DASH model [39] for adaptive question sequencing. On the design side, we created Frosty, an encouraging tutoring agent that provides targeted feedback to learners based on their inputs (see Figure 2). The design of QuizBot was inspired by previous studies [9, 13, 20] to leverage the persona effect, the strong positive impact of animated agents on learning experience [38].

To determine the impact of QuizBot on learning, we evaluated it against a carefully designed flashcard app, the typical medium for learning factual knowledge, through two controlled within-subject studies. We aimed to closely match the flashcard app to QuizBot in order to target assessment at the impacts of the conversational components. Specifically, the flashcard app used the same DASH algorithm for adaptive question selection, and a single pool of questions and answers was subdivided for the flashcard app and QuizBot.

In the first within-subject study with 40 students, when the number of practice items was held constant for both flashcards and QuizBot, students scored substantially better on recall (fill-in-the-blank) and recognition (multiple-choice) with QuizBot than for items trained using flashcards (66.3% vs. 45.2% for recall and 87.2% vs. 65.8% for recognition). However, the time taken was longer with QuizBot than flashcards. In the second within-subject study with 36 students, we allowed learners to voluntarily allocate their time between the two apps. We found students spent 2.6 times more on QuizBot, and that students performed equivalently on recognizing items but significantly better with QuizBot at recall (with an effect size of .45). These results suggest that QuizBot is more engaging to use and more effective at recall and equally effective at recognition in typical user-driven scenarios. In normal use, QuizBot may be less efficient per unit time, but still yields improved learning on recall due to users voluntarily choosing to use it substantially more.

This work has three chief contributions. First, QuizBot is the first chat-based learning system for factual knowledge memorization outside of classroom settings. Moreover, we show its effectiveness and engagement through rigorous comparison studies with a traditional learning tool for knowledge memorization, and our results demonstrate benefits of using chatbots to learn factual knowledge, especially for casual learning. Lastly, our results also reveal inefficiencies of chat-based learning systems, and we offer design suggestions for building improved future educational chatbot systems.

2 RELATED WORK

Our work was built upon previous studies on natural language tutoring systems, semantic similarity algorithms, and memory models.

Conversational Systems in Education

While the term chatbot is used in various contexts, the NLP community traditionally uses the phrase conversational agent for conversational systems and leaves chatbot for a subset of systems mostly handling casual conversation [33]. In our
work, we use “chatbots” and named our educational conversational agent QuizBot, as it was designed as a casual learning tool for a general audience to use on mobile devices.

Much prior work has built dialogue-based educational systems and evaluated their impacts on learning — for example, PACT Geometry Tutor for geometry problem-solving skills [1], Sofia for college math education [36], and Emile for social theories [41]. Interestingly, researchers have found inconsistent results regarding the effects of conversational systems on learning.

AutoTutor is a dialogue-based intelligent tutoring system teaching university students computer literacy and physics [18, 19] based on constructivist learning theories [16]. Laboratory and classroom studies show it led to learning gains of nearly one letter grade [17]. Ms. Lindquist is another natural language tutoring system that teaches high school students algebra [24]. Results from classroom use of Ms. Lindquist show that conversation had strong positive impacts on student motivation. Although students practiced fewer problems, they learned more per problem by being more engaged in a dialogue. Its authors characterized this type of systems as “less is more” [23]. Piagetbot, a conversation-based educational application emulating Jean Piaget, was created to teach Piagetian knowledge. Evaluation reveals that Piagetbot was less preferred by students and led to worse learning outcomes in comparison to a text-based interface [25].

Despite different effects on learning, all of these conversational tutoring systems were designed as formal study tools in traditional classroom settings. Altogether, this makes for a lack of research on educational chatbots for memorizing factual knowledge in a casual learning setting, as well as systematic studies evaluating their impacts on learning.

**Semantic Similarity Algorithms**

Semantic understanding of students’ natural language inputs is critical to building educational chatbots. Recently, various general sentence similarity papers have advanced the field. The Universal Sentence Encoder [10] is a sentence level embedding method independent of existing word embeddings. The Smooth Inverse Frequency algorithm [2] trains models based on preexisting word embeddings like GloVe [45], weighting each word in the sentence according to inverse frequency. A number of papers also discuss the possibility of automating short answer grading using techniques such as graph alignment techniques [40], grading constraints [51], and inductive logic programming [53].

We decided to choose general sentence similarity models because they do not rely heavily on labeled data, are easy to generalize, and can incorporate out-of-vocabulary words.

**Memory Models**

One of the simplest and oldest models of human memory is the Ebbinghaus’ exponential forgetting curve [14], which states that memory retention decreases at an exponential rate over time. Continued studies formalized the spacing effect, the observation that people tend to remember things more effectively if they use spaced repetition practice (short study periods spread out over time) as opposed to massed practice (i.e., “cramming”) [50].

Physical tools like flashcards that take advantage of the spacing effect have existed for centuries. Recently, electronic spaced repetition software like SuperMemo [55] and Anki [15] has been developed to take advantage of automation of spaced repetition and increased flexibility to further optimize human learning. Although more customizable, these applications rely on rules preset by the SuperMemo algorithm [55] to schedule reviews. In [46], a number of algorithms were compared on various different memory models to show the efficacy of different strategies, including SuperMemo [55] and a threshold policy that selects an item with the likelihood closest to a chosen fixed threshold [5].

Recent work in cognitive psychology has led to the development of a new memory model, coined DASH [39], which
combines aspects of power-law forgetting curves [54] with personalized features such as item difficulty, student ability, and study history.

3 DESIGN OF LEARNING SYSTEMS

We first describe QuizBot and its three key components: a dialogue system, a semantic similarity model, and an adaptive question sequencing algorithm. We then present the flashcard app used as a comparison system in our evaluation.

QuizBot System

QuizBot consists of two modes: a state-machine based quiz mode and a casual chat mode. The quiz mode is based on a rule-based chat system combined with a supervised sentence semantic similarity model.

Figure 2 illustrates one round of quiz mode interaction between a user and QuizBot. In the quiz mode, QuizBot asks a user a question selected by our question sequencing algorithm. A user then has three options: type in the answer if they know it, tap on the “Hint” button, or tap on the “I don’t know” button. If a user types and sends their answer to QuizBot, the chatbot will evaluate the correctness of the response by using an answer similarity computation algorithm. The model will return the cosine similarity between the correct answer and the user’s. Based on our empirical evaluation, QuizBot uses a threshold of 0.9 to decide if the user’s answer is correct and then passes the binary response to the spaced repetition model for selecting the next question. If the user asks for a hint, the chatbot will present the correct answer together with a list of distractors. The user can respond by tapping on any of the choices presented. After the user sees the correct answer, they can tap on the “Why” button for a short explanation. The interactions between the user and QuizBot are mixed between both typing and button selections; while inputting an answer is typing based, selecting from multiple choices and asking for an explanation are button based. The reasoning behind this mixed modality is to ensure both flexibility and efficiency regarding user interactions with QuizBot. The casual chat mode is user-initiated and rule-based; users can ask QuizBot for jokes or fun facts to take a break from the primary learning activity.

To evoke the same feelings one might have when having a conversation with another person, we took several steps to incorporate real-world conversational elements into QuizBot’s design. For example, we provided a wide variety of different responses to common conversation states and implemented mechanisms that enable QuizBot to provide hints and explanations when the user asks for them as well as positive reinforcement feedback that is typical of a study partner. In terms of conversational aspects common to chat-based interfaces, we incorporated graphical images and emojis in an attempt to replicate human-like behavior.

One other major design decision we made was to use an embodied conversational agent (electronic agents visually presented in the computer interface with some kind of human, animal, or fantasy form [4]) by personifying QuizBot as a penguin named Frosty, presented as a friend who is there to help the user learn. Prior work shows the presence of such visual imagery can improve performance on learning and memory tasks [4, 9, 42]. Figure 1 shows a conversation between a user and Frosty.

Semantic Similarity Between Short Sentences

We investigated various metrics to measure sentence similarity between user input and actual answers. Tensorflow included a package for a universal sentence encoder [10], which we compared to various smooth inverse frequency (SIF) models [2]. SIF implementations require a word embedding to identify a similarity metric for words. We decided to use GloVe [45], as we needed a general global word embedding. However, given much of our domain included vocabulary that was out of GloVe’s scope (e.g., particular scientific words in our science corpus [32]), we needed a way to extend GloVe without retraining a custom set. For this, we used Mittens [12] to utilize a domain-specific corpus to map new words with similar word embeddings to existing GloVe embeddings.

The unsupervised SIF implementation [2] maps \( s \), the word vector embedding to \( v_s \), a new vector embedding:

\[
 v_s = \frac{1}{|s|} \sum_{w \in s} \frac{a}{a + p(w)} v_w
\]

where \( w \) is each word in \( s \), \( v_w \) is the matching word embedding, \( p(w) \) is the global word frequency of the word, and \( a \) is a small correction factor \( (10^{-3} \text{ in our case}) \).

The SIF model additionally forms a matrix from all sentence embeddings and takes the first singular vector \( u \) to remove that singular component from each sentence. We fit our sentence model to the real-answer sentences in our dataset (we discuss how we collected it in Section 4) to get this singular vector, and then the transformation \( v_s = v_s - uu^T v_s \) is applied to all other sentences.

The supervised version of SIF took in respective similarity score data of pairs of sentences ranked from 1 to 5 and trained a neural network on the sentence similarity scores [2].

To compare these different models, we utilized a heatmap representation that included similar words next to each other and saw how different models performed on a set of test sentences collected from pilot studies (Figure 3). As evidenced by a higher concentration of red on the diagonal and greater white on the outside, the supervised SIF model on the right performed the best. Additionally, the supervised model allows for more flexibility and additional training data as we collect more data from pilot user studies. The final model we used in user studies was trained on 47 pilot users’ data.
were recalculated to provide more accurate evaluations of

\[ \tilde{a} \]
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where \( \tilde{a} \) and \( \tilde{d} \) represent additional student ability and item difficulty parameters.

Initialization of the latent parameters were based off of the parameters stated in [46], setting \( a = \tilde{a} = 0, d \sim N(1, 1), \log \tilde{d} \sim N(1, 1), \log h \sim N(0, 0.01), \theta_{2w} = \theta_{2w-1} = 1/\sqrt{W - w + 1} \) and threshold initialized at 0.01.

Upon collecting information for our dataset from 65 Mechanical Turkers (details given in Section 4), item difficulties were recalculated to provide more accurate evaluations of item likelihoods by normalizing the correctness rates of the questions to have a mean of 1 and standard deviation of 1.

**Question Selection Model**

Our question selection model utilized a random model for sufficient question exploration with a review scheduled for every 5 questions chosen through a threshold policy based on the DASH model [39]. The DASH model was chosen because it includes various parameters that can be captured through collaborative filtering and can provide feedback for the mastery of different items.

The DASH model we adopted is mathematically formalized through a series of equations:

\[
Pr(R_{st} = 1) = m(1 + h \cdot T)^{-f}
\]

where \( R_{st} \) is a variable representing the retention rate of a particular item by a particular student, \( h \in \mathbb{R}_+ \) is the decay constant and \( T \in \mathbb{R}_+ \) represents the time elapsed since last review.

\[
m = \sigma(a - \bar{d} + h(t_{1,k}, z_{1:k-1}))
\]

where \( \sigma \) is the logistic sigmoid function, \( a \) represents the student ability, \( \bar{d} \) represents the particular item difficulty, and \( t_{1,k}, z_{1:k-1} \) represents the outcomes of the previous \( k \) reviews of the item.

\[
h_{\theta}(t_{1:k}, z_{1:k-1}) = \sum_{w=1}^{W} \theta_{2w-1} \log(1 + c_w) + \theta_{2w} \log(1 + n_w)
\]

where \( w \) is an index over the time windows, \( c_w \) represents the number of times in the window that the student recalled the item, and \( n_w \) is the number of times in the window that the item was attempted. This function encapsulates student history with the item. \( \theta \) are the window-specific weights, normally scaled based on time.

\[
f = \exp(\tilde{a} - \tilde{d})
\]

To evaluate QuizBot fairly, we compared it against a flashcard app that we also implemented. Implementing our own flash- card app specifically allowed us to 1) incorporate features of popular flashcard apps currently available; 2) customize the question pool and question sequencing algorithms; 3) carefully control differences and similarities between the flashcard app and QuizBot; 4) log all the user interaction data into our own database.

To design the most intuitive interface for our flashcard app, we made a concerted effort to make it look and feel like the many other flashcard apps that are widely used in the educational space. In particular, we drew heavy inspiration from web and mobile-based flashcard apps like Quizlet [29], StudyBlue [30], and Magoosh [28]. These existing flashcard apps are popular among students, and all of them use the same tap-to-flip interaction paradigm. We decided to take several aspects from each app and integrate them into our own. For example, both Quizlet and StudyBlue utilize simple, functional designs that minimize possible external distracting factors. In addition, StudyBlue, as well as Magoosh, include self-evaluation metrics that allow users to mark which cards they have mastered. We implemented all these aspects, as well as others, into our flashcard app.

Our flashcard app can be seen in Figure 4. The app features a tabbed interface with a large flashcard in the middle and several buttons. The flashcard initially displays a question,
while building QuizBot, we iterated on the design with 47 participants. 25 were compensated $50 for their participation. All participants used their own mobile phones to install our apps for the study. 51 were iPhones and 25 were Android phones. The back end of our QuizBot system was implemented in Python Flask, and the front end used Facebook Messenger’s chat interface, which provides a platform to easily serve chatbots. The complementary flashcard app was implemented as a web app and converted to iOS and Android apps using Apache Cordova. We logged all the users’ pertinent behaviors such as conversation logs, button clicks, and corresponding timestamps to a MySQL database for detailed data analysis at a later time.

**Question Pool**

Our question pool contained factual questions in the areas of science, safety, and advanced English vocabulary. We chose three different subjects for the system’s question pool because we wanted to study how capable the system was in helping students learn factual knowledge in different areas. Every question has three parts: a question description, a correct fact-based answer, a set of 2 to 4 distractors (\( M = 3.2, SD = 0.8 \)), and an explanation paragraph. On average, questions contained 18.2 words (\( SD = 10.2 \)) and correct answers contained 2.3 words (\( SD = 2.6 \)).

All the questions, distractors, and explanations were drawn from free online resources. Science questions were adapted from the SciQ dataset [32]. Safety questions were adapted from MySafetySign, a safety quiz website [43]. Verbal reasoning questions were adapted from KMF, a free GRE prep website [35]. Initially, we randomly selected 100 questions for each subject. Then four different researchers from our team went through each question and discarded overly easy or difficult questions. Lastly, we refined the selected questions to ensure their suitability for our learning systems.

**Balancing Question Difficulty**

It was important to make sure that the questions in our question pool had similar difficulty levels. After manually filtering the questions, we put them on Mechanical Turk and recruited 65 crowd workers to answer them. We required all the workers to have a bachelor’s degree and at least a 98% HIT approval rate with at least 1000 completed HITs. We also added attention check questions to the online multiple choice quiz to ensure crowd workers answered the quiz in good faith.

For every question \( q \), we assigned it a difficulty rating \( d \) computed as \( d(q) = \frac{\text{number of workers who answered } q \text{ correctly}}{\text{total number of workers}} \). For a set of questions \( S \), its set difficulty \( d(S) \) was computed as the average of the difficulty ratings of all the questions in this set. We used dynamic programming to select two sets of an equal number of questions that had the smallest difference of difficulty, based on difficulty ratings collected from Mechanical Turk. In our studies, the set difficulty differences between all sets we used were below 0.1.

In addition, the difficulty parameters were fit into the DASH model to provide better question sequencing as discussed in Section 3.
5 Evaluation and Results

Effectiveness and engagement are the two most important metrics in our evaluation of QuizBot. In particular, we proposed the following research questions:

1. How engaging is QuizBot to learners in comparison to flashcards?
2. How effective is QuizBot with helping learners in recognition and recall, both per number of practice items and per time spent, compared with flashcards?
3. Given voluntary usage, which system is more effective on recognition and recall?

We performed two within-subject user studies to answer these research questions: Study 1 answered (2) and Study 2 answered (1) and (3). The following commonly adopted metrics were used to report our results:

- Total repetitions: the total number of repetitions completed by learners. One question can be repeated many times.
- Total questions: the total number of unique questions completed by learners.
- Overall recognition / recall accuracy: the percentage of questions missed in the pre-test that were correctly answered on the multiple choice / fill-in-the-blank post-test, regardless of whether they are practiced during system use or not.
- Practiced recognition / recall accuracy: the percentage of questions missed in the pre-test, introduced by the system, and were correctly answered on the multiple choice / fill-in-the-blank post-test.
- Usage time: the total amount of time learners spent interacting with the system in the entire learning period. A threshold of 30 seconds was used to decide if a learner was idle during any given study session.
- Return rate: the total number of times learners returned to use the system in the entire learning period.

All results are presented using the sample mean (standard deviation) notation, and error bars on bar charts represent +/−1 standard error. We use † to indicate a statistical difference at the .05 significance level in the measure of QuizBot against that of the flashcard app in the within-subject study.

Study 1: Evaluation of Effectiveness

The first experiment we ran was a within-subject study designed to evaluate the effectiveness of the two learning apps. We recruited 40 university students and alumni from 11 different universities. 23 were females and 17 were males. Their average age was 23.5 (SD=3.5).

The question pool of each app contained 48 questions, 16 questions for each subject. Questions in the QuizBot app and the flashcard app were distinct and their difficulty levels were carefully balanced as described previously. Since we wanted to evaluate how effective each app was with helping people memorize factual knowledge, we fixed the number of repetitions participants could perform for each question. Participants were required to use both apps to learn factual knowledge everyday in a five-day study period: 20 questions within each app in the first four days, and 16 questions in the last day, so that every question was practiced by every user exactly twice. Each app sequenced 48 questions using the same algorithm.

Participants were given a pre-test consisting of all 96 questions from the two question pools in the multiple-choice format, randomly mixed together. After the five-day study period, they were given two post-tests that consisted of the same questions, but one requiring fill-in-the-blank and another using multiple-choice. Post-tests were customized for each participant. Only questions participants answered incorrectly in the pre-test were included in the post-test. By asking learners to only answer questions they did not know before, we eliminated the effects of people’s different prior knowledge on their final learning outcome. The average number of questions participants answered correctly in the pre-test of the flashcard questions pool was 19 (SD=6) and in the QuizBot question pool was 21 (SD=6). Thus, the average length of one post-test was 56 (SD=11). All of the fill-in-the-blank questions were presented to learners prior to the multiple-choice questions to avoid carryover effects. After collecting learners’ answers, we manually graded their answers to the fill-in-the-blank questions.

To counterbalance our experiment, half of the participants learned with QuizBot first followed by the flashcard app every day, and the other half used the two apps every day in the opposite order. The order of which app to use first was randomly assigned and remained the same across all five days. Our analysis of variance shows that order did not exhibit any significant effect for any of our measures.

As shown in Figure 5, after practicing each question twice, learners correctly answered 87.2% (SD=10.3) of the multiple-choice questions and 66.3% (SD=20.9) of the fill-in-the-blank questions that they did not know in the pre-test with QuizBot, versus 65.8% (SD=21.0) and 45.2% (SD=23.4) with the flashcard app. The recognition accuracy differences of the two apps followed the normality assumption according to the Shapiro-Wilk normality test result (p=.62). A paired two-sample t-test was performed and the difference was significant for recognition accuracy (t_{90}=-6.94, p<.0001). Effect size was 1.10 with a power of 1.00. The differences in recall accuracy did not satisfy the normality assumption (p<.01 from the normality test). Therefore, we used a nonparametric paired two-sample Wilcoxon test. Results show that recall accuracy using QuizBot was statistically significantly higher than the recall accuracy using the flashcard app (Z=34, p<.0001). Effect size was 1.03 with a power of 1.00.

We also tested students’ retained knowledge one week and two months after the study. The delayed post-tests were
Table 1: Results of Studies 1 and 2. Accuracies are in percent. F = Flashcard, Q = QuizBot. Subscripts indicate studies.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_1 )</td>
<td>14.3 (7.4)†</td>
<td>8.9 (4.6)†</td>
<td>5 (0)</td>
<td>96 (0)</td>
<td>48 (0)</td>
<td>45.2 (23.4)†</td>
<td>45.2 (23.4)†</td>
<td>65.8 (21.0)†</td>
<td>65.8 (21.0)†</td>
<td>64.4 (20.7)†</td>
</tr>
<tr>
<td>( Q_1 )</td>
<td>40.6 (6.3)†</td>
<td>28.7 (4.0)†</td>
<td>5 (0)</td>
<td>96 (0)</td>
<td>48 (0)</td>
<td>66.3 (20.9)†</td>
<td>66.3 (20.9)†</td>
<td>87.2 (10.3)†</td>
<td>87.2 (10.3)†</td>
<td>83.6 (11.7)†</td>
</tr>
<tr>
<td>( F_2 )</td>
<td>14.4 (13.2)†</td>
<td>9.9 (7.2)†</td>
<td>8 (6)</td>
<td>181 (285)</td>
<td>39 (31)</td>
<td>38.7 (25.5)†</td>
<td>60.1 (26.9)†</td>
<td>62.4 (25.9)†</td>
<td>83.1 (21.2)†</td>
<td>-</td>
</tr>
<tr>
<td>( Q_2 )</td>
<td>38.1 (16.9)†</td>
<td>37.2 (13.9)†</td>
<td>24 (7)</td>
<td>69 (36)</td>
<td>30 (12)</td>
<td>50.8 (23.1)†</td>
<td>75.1 (25.0)†</td>
<td>67.3 (27.0)†</td>
<td>94.1 (13.2)†</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: Per-subject results of Study 1. Pre-test scores are out of 16 for all subjects. Accuracies are in percent. F = Flashcard, Q = QuizBot.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_1 )</td>
<td>6.2 (2.5)†</td>
<td>5.5 (2.3)†</td>
<td>7.6 (3.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Q_1 )</td>
<td>7.1 (3.3)†</td>
<td>6.6 (1.9)†</td>
<td>7.9 (3.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( F_2 )</td>
<td>49.0 (28.8)†</td>
<td>50.1 (25.8)†</td>
<td>37.0 (28.7)†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Q_2 )</td>
<td>70.0 (26.6)†</td>
<td>71.2 (21.9)†</td>
<td>60.4 (29.0)†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( F_1 )</td>
<td>68.7 (23.2)†</td>
<td>66.8 (23.2)†</td>
<td>61.8 (31.2)†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Q_1 )</td>
<td>90.7 (12.7)†</td>
<td>90.0 (13.0)†</td>
<td>81.7 (18.8)†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( F_2 )</td>
<td>68.3 (23.6)†</td>
<td>65.2 (23.7)†</td>
<td>58.6 (30.6)†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Q_2 )</td>
<td>90.3 (12.7)†</td>
<td>84.8 (13.4)†</td>
<td>78.3 (21.2)†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Figure 5](image_url): Study 1 overall (practiced) recognition (left) and recall (right) accuracy.

The effectiveness of QuizBot may well generalize to different domains. We then examined the time taken to finish all of the 96 repetitions with each of the two apps. While it took on average 28.7s (SD=4.0) to practice one question with QuizBot, it took 8.9s (SD=4.6) to practice one question with the flashcard app. The difference was statistically significant: \( t_{39}=-31.6, p<.0001 \) with an effect size of 5.0. Although time per question is longer, users rated QuizBot higher in the User Engagement Scale (short form) [44] and the difference was statistically significant \( t_{39}=-2.90, p<.01 \) with an effect size of .46, based on a paired two-sample t-test. Users also preferred QuizBot strongly for casual learning as shown in Figure 6 (left). Our second within-subject study evaluates student motivation and performance in a casual learning setting.

Study 2: Evaluation of Engagement

The second within-subject study was designed to evaluate learner engagement level and performance given voluntary usage time. We recruited 36 users (15 female, 20 male, and 1 chose not to say) from 8 different universities in this experiment. The average age of these 36 users was 22.8 (SD=3.1). Every user was required to use both apps everyday over a five day period. The QuizBot app and the flashcard app had the same non-overlapping set of 48 questions, as in the first within-subject experiment. Users chose the amount of time to spend on each app of their own volition, and they were advised to spend about 10 minutes on each of the two apps in total to ensure some basic knowledge gain. We used DASH as the question sequencing algorithm in this experiment.
The 36 participants’ total usage time for both apps is shown in Table 1. As can be seen, users spent on average 38.1 minutes (SD=16.9) learning with the QuizBot app while only 14.4 minutes (SD=13.2) with the flashcard app. A paired two-sample t-test shows that the usage time differences were statistically different: \( t_{35} = -6.08, p<.0001 \). The effect size of the difference was 1.01 with a power of 1.00. Users’ return rate with QuizBot was also higher and the difference was statistically significant: \( t_{35} = -12.4, p<.0001 \). The effect size was 2.06 with a power of 1.00. The significantly longer self-driven usage time and higher return rate on QuizBot demonstrates its engagement compared to the flashcard app.

All participants were given 54 pre-test multiple choice questions with 27 questions randomly selected from each app’s question pool, or 9 questions from each subject. For the post-test, like Study 1, participants were tested on questions they answered incorrectly in the pre-test in a fill-in-the-blank format followed by a multiple choice format. Participants on average got 11 flashcard questions (SD=4) and 12 QuizBot questions (SD=5) correct in the pre-test, so their post-test consisted of on average 16 flashcard questions (SD=4) and 15 QuizBot questions (SD=5). The total number of repetitions users did with each app is shown in Table 1. As can be seen, users had a higher number of repetitions and unique questions completed with the flashcard app. However, the results in Table 1 show that users performed better on QuizBot questions in the post-test, both on all the post-test questions (overall) and on questions seen within each app (practiced). Paired t-tests show that the performance difference was statistically significant in practiced recognition accuracy (\( p<.05 \) with an effect size of .49), overall recall accuracy (\( p=.01 \) with an effect size of .45), and practiced recall accuracy (\( p<.05 \) with an effect size of .47), and not in overall recognition accuracy (\( p=.42 \)). This shows that people voluntarily spent enough time on QuizBot such that their recognition performance was similar and their recall performance was significantly better than when using the flashcard app.

Subjective Rating and Qualitative Feedback

Users’ preferences between the two apps are shown in Figure 6 and their subjective ratings across four categories are shown in Figure 7. As can be seen, more than 68% of users in both experiments liked QuizBot and more than 63% preferred using it for casual learning, but the percentage dropped when it came to preparation for exams, likely due to its lower efficiency. QuizBot was rated as significantly more fun (\( p<.01 \) for Study 1 and \( p<.001 \) for Study 2) and more effective (\( p<.05 \) for Study 1 and \( p<.001 \) for Study 2) than the flashcard app. QuizBot was rated on par with the flashcard app in terms of ease of use (\( p=.06 \) for Study 1 and \( p=.90 \) for Study 2) and efficiency (\( p = .29 \) for Study 1 and \( p=.81 \) for Study 2).

We surveyed all participants on their opinions about QuizBot. Their general attitude was that QuizBot was more interactive and more engaging, though less efficient, as illustrated by the following representative responses:

- On communication and interactivity: “I could actually answer and type it out rather than just looking at flashcards.”
- On engagement and feedback: “QuizBot was more interactive and engaging. The feedback (positive or negative) was also motivating.”
- On graphics: “The penguin graphics are really cute.”
- On conversations: “The penguin had a lot of personality, and I enjoyed trying to trick the chatbot.”
- On speed: “I can go over questions and answers very fast. Sometimes I have to wait for QuizBot to respond.”
- On context of use: “It is something that I would definitely use if available and can easily be used during a bus ride etc.”

6 DISCUSSION

In this section, we discuss and answer our research questions based on evaluation results, and we offer suggestions for designing further improved chat-based learning systems.

NLP Accuracy and Errors

Our preliminary analysis suggests QuizBot rarely graded answers incorrectly. To assess this, we randomly selected 11000 (out of 43,956) consecutive conversational logs from Study 1 and manually examined users’ utterances graded by our system. These logs contained 1052 questions and 144 of them were answered by users via typing. 359 questions were correctly understood and graded by our algorithm,
leading to an accuracy rate of 96.5%. Of the remaining 5 incorrectly graded questions, 1 was because the system could not handle a typo (a user typed “ture” instead of “true”); 3 were because our algorithm penalized short answers and users tended to type terse answers (e.g., a user typed “class b” while the correct answer was “class b carbon dioxide fire extinguisher”); the remaining was because the system was not perfect at understanding phrases (a user typed “try breast compression only” and the system regarded it as correct while the correct answer was “perform chest compressions only”).

Also, we provided a “Report Bug” button in QuizBot so that users could report incorrectly graded natural language answers and we could update the model in real time. In our experiments, less than 1% of answers were reported by users as incorrectly graded. High system grading accuracy may therefore be an important contributor to QuizBot’s generally positive user experience.

Effectiveness
Our evaluation demonstrated that when the number of practice items is fixed, QuizBot is more effective in boosting learning in terms of both recognition and recall. We believe QuizBot’s effectiveness may be attributed to the following four factors.

First, the testing effect through active recognition and recall in QuizBot is more effective than the passive memorization that is typical in flashcard software. As multiple studies have shown, active retrieval via attempts to recollect memory produces better retention than only restudying the information [31, 47, 48].

Second, feedback helps enhance the testing effect [3, 37], regardless of whether the attempted answers are correct or not [6]. With QuizBot’s underlying semantic similarity algorithm, students were able to get targeted feedback on both their typed answers and multiple choice answers.

Third, writing out knowledge may improve its mastery compared to recognizing an answer from provided options. In Study 1, students correctly recognized 95.5% (SD=8.6) and recalled 44.3% (SD=26.6) of QuizBot’s post-test questions practiced by typing, in comparison to correctly recognizing 88.5% (SD=11.6) and recalling 35.0% (SD=16.5) of questions practiced by selecting from multiple choices. In post-study questionnaires, 65.8% of users in Study 1 and 63.9% of users in Study 2 confirmed that typing was more effective for them compared to choosing from multiple choices.

Fourth, considering the persona effect identified by prior work [13, 20, 38], a carefully designed chat-based interface leads to better student motivation and ultimate learning outcomes.

Our second finding is that given voluntary usage, QuizBot led to significantly better learning outcomes on recall and similar outcomes on recognition, as seen in Study 2. These results are consistent with findings reported in the literature on educational agents [22–24]. Although students practiced fewer problems due to the relative inefficiency of conversational systems, students were more engaged in the problems they did and more willing to be tutored by the conversational tutoring systems. As a result, they performed equally well or even better, highlighting that sometimes “less is more” [23].

In addition, in study 2, students improved more using QuizBot on fill-in-the-blank than on multiple-choice post-test questions. Students in both studies also preferred QuizBot more for short answer tests than for multiple-choice tests as illustrated in Figure 6. This is consistent with what Heller and Procter hypothesized in their previous work [25]. Traditional ways for preparing for traditional multiple-choice tests are likely sufficient, and novel chat-based interfaces might be better for studying non-traditional types of questions such as fill-in-the-blank.

Trade-off Between Engagement and Efficiency
As hypothesized, our participants were more engaged with QuizBot. They spent 2.6x more time interacting with QuizBot in Study 1 and also rated it higher in both studies as shown in Figure 6 and 7. Many users commented that they preferred to learn using QuizBot because it was “fun, interactive, and felt like a real study partner.”

However, the fun conversational side of QuizBot also led to inefficiencies in learning. After analyzing the participants’ conversational logs and timestamps, we broke down the interaction time with QuizBot, shown in Figure 8. As can be seen, 11.7% of the total time was not spent on learning with QuizBot. For example, we deliberately added delays to QuizBot’s sequential conversations to make it feel like a real person was typing, which led to a 4.1% manual delay. Users also spent 2.1% of the total time just chatting with the chatbot for fun. Had we removed these casual aspects from QuizBot, users’ interest or motivation in learning might be negatively affected. Hence, there is a trade-off between engagement and efficiency.

Potential Use Cases for Applying Bots in Education
Our proof-of-concept work sought to explore how a chat-based agent might be beneficial for supporting fact-based learning for informal learning settings. To do so, we compared a chatbot using an animated conversation and a natural language targeted feedback mechanism with a flashcard app; the adaptive learning algorithm for selecting the next item was the same for both apps. Our results showed that after practicing equal numbers of items with the two apps, people better recalled and recognized items practiced with the chatbot, although the chatbot was much slower. However, as we
were curious about informal learning support, we also examined how less prescribed usage and learning outcomes varied between the conditions. Interestingly, even though the flashcard application was more efficient per time spent, people spent substantially longer using the chatbot app, and also ended up with substantially improved recall performance (and equal recognition) to the flashcard app. This suggests future implications for where and for whom chatbots may be useful in learning factual knowledge. In particular, for highly motivated students with limited time, flashcards may yield better outcomes; but for those either without a hard time bound or who are less motivated to learn this material, chatbots may yield stronger learning outcomes.

Limitations and Future Work

One obvious disadvantage of QuizBot is its inefficiency compared to the flashcard app. To better understand this, we analyzed the time proportion of different activities as shown in Figure 8. Some delays can be improved. For example, system delay time can be shortened if we have faster algorithms and better Internet connections (our machine learning models were computed on the cloud). Users’ typing contributed to 14.2% of the total usage time. Previous research shows that speech-based input methods are about three times faster than keyboard-based input methods [49].

To improve users’ input speed, we could therefore consider supporting speech in addition to keyboard based conversations.

Another direction that could be taken to improve QuizBot is to leverage richer natural-language input from learners to enhance spaced repetition models. We were able to collect high dimensional natural language inputs from learners. Currently, the system only assigns cosine similarity scores to natural language inputs and truncates them to binary inputs to fit into DASH. A more elaborate way to handle these high dimensional inputs will likely yield a better learning system.

Also, we compared QuizBot against a flashcard app that was designed based on current popular flashcard software. A natural option given our findings would be a flashcard system where learners have to type in the answer. This hybrid app may have the advantages of both QuizBot and flashcard apps: efficacy, engagement, and efficiency. It would be compelling to build and study such hybrid systems going forward.

Further, it is important yet challenging to identify the key aspects in a systems level contribution. While we did not have a study separating out the impact of each component, we interviewed our users on how QuizBot affected their engagement and learning. Based on the qualitative feedback received, it is our belief that the avatar and conversations contributed the most to improving engagement, and that the active recall and feedback helped most with strengthening memorization. However, understanding the precise contributions of each system feature remains an important issue for future work.

Lastly, we evaluated learners’ longer-term learning outcomes but not their longitudinal engagement levels. As other researchers have studied, once the novelty effect of the animated agent has decayed, users’ engagement level may drop [13]. We computed the over-time usage statistics within the study period to investigate this novelty effect. For QuizBot, the average usage time (in minutes) of all 36 Study 2 users from day 1 to day 5 was 7.6, 8.3, 7.6, 6.6, 8.1. For flashcards, the average usage time was 4.4, 3.3, 2.0, 3.2, 1.5. Therefore, when users were asked to use two apps voluntarily, they spent a similar amount of time day to day on QuizBot and a decreasing amount of time on the flashcard app. This indicates that novelty may not have be a primary factor contributing to the increased engagement and learning we saw during our five-day intervention, though further study is necessary to fully understand long term usage behaviors and attitudes.

7 CONCLUSION

In this research, we designed, built, and evaluated QuizBot, a conversation-based learning system for factual knowledge that incorporates some of the latest progress in semantic similarity models and spaced repetition algorithms. We compared QuizBot to a traditional flashcard learning tool in two user studies. In general, we found that QuizBot helped learners recognize 21.4% more (and recall 21.0% more) questions than the flashcard app. Despite taking longer to learn with QuizBot, learners were much more engaged with Quizbot, and this led to their improved performance on recall and similar performance on recognition. Our work also offers design suggestions to further improve chat-based learning systems. With AI algorithms becoming increasingly powerful, we hope our work will attract more researchers to develop effective and engaging natural language tutoring systems.
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