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ABSTRACT 
Recent trends in video game hardware design suggest that 
the traditional game controller is growing out of fashion.  
As designers begin to explore new, multimodal control 
schemes, with both touch and non-touch inputs, it is impor-
tant that they understand how this affects the player’s ex-
perience.  To discover how such interfaces influence the 
immersiveness of a game, we compared player responses 
using two multimodal and two unimodal control schemes 
for Blizzard Entertainment’s World of Warcraft.  Voice and 
keyboard inputs were used for two different tasks, and the 
four possible combinations were compared using a within-
subjects design.  Immersion was measured quantitatively 
with eye-tracking and qualitatively using surveys.  The 
results suggest that the amount of immersion a player ex-
periences in a game is related to the amount of cognitive 
effort required by the control scheme.  In our study, players 
were most attentive while using a multimodal interface 
which required a medium amount of effort.  The implica-
tions of our results are that video game designers must op-
timize the cognitive load that a game imposes on a player 
by choosing the right combination of modalities and cor-
rectly mapping those modalities to controls. 
ACM Classification: H.5.2 [Information Interfaces and 
Presentation] User Interfaces - Input devices and strategies. 
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INTRODUCTION 
For the past few decades, players of computer and home 
console video games have been limited to inputs with a 
mouse and keyboard or a button-based controller.  How-
ever, these games have recently begun to incorporate inputs 
using modalities other than touch, such as voice recogni-
tion.  An important question in the future of the video game 
industry is how these new control schemes will affect the 
player’s experience. 
For most video games, one of the designer’s main goals is 
to immerse the player in a virtual world.  It would therefore 
be advantageous to know whether certain game interfaces 

and control schemes promote a greater sense of immersion 
than others. Previous work has shown that multimodal 
game outputs, such as auditory and visual cues, can have a 
positive effect on immersion [2].  However, little research 
has been done involving multimodal player input.  The 
goal of our study was to determine how a multimodal con-
trol scheme affects the immersiveness of a video game. 

EXPERIMENT 
To answer our question, we modified the user interface of 
Blizzard Entertainment’s World of Warcraft to support two 
multimodal and two unimodal control schemes.  We then 
compared these control schemes using qualitative and 
quantitative measures of immersion. 
Each of two different game tasks (controlling your charac-
ter and communicating with your teammates) was assigned 
two possible inputs: voice and keyboard.  Using the World 
of Warcraft API, we implemented a voice recognizing sys-
tem which uses voice commands to trigger in-game charac-
ter actions.  For instance, when a player would say “light-
ning bolt”, the character onscreen would cast a bolt of 
lightning at an enemy.  Using some other default features 
of the game, we produced four different conditions: voice 
control with voice chat (VV), voice control with keyboard 
chat (VK), keyboard control with voice chat (KV), key-
board control with keyboard chat (KK).  

Hypothesis 
The use of multimodal inputs in an interface has been 
shown do decrease a user’s cognitive load by increasing 
the amount of working memory available [3].  Further-
more, it is believed that initial engagement in a game re-
quires a certain cognitive investment from the player, creat-
ing a barrier for immersion [1].  Consequently, we hy-
pothesized that a player would become more immersed in a 
game with a multimodal control scheme (KV or VK) than 
with a unimodal one (VV or KK). 

Procedure 
We ran 10 subjects having little or no experience with 
World of Warcraft, using a within-subjects design.  The 
subjects played using each control scheme for 10 minutes 
in a randomized order, separated from their teammate (one 
of the experimenters) by an opaque screen.  After each 
condition, the subjects took a short survey which measured 
their levels of challenge, focus, involvement and enjoy-
ment.  The survey served the additional purpose of prevent-



 

 

ing immersion from carrying over between conditions.  We 
also recorded the subjects’ faces to track their eye move-
ments.  

Results 
From the eye-tracking data, we calculated a 3-D gaze vec-
tor using the subjects’ vertical and horizontal gaze angles.  
We then calculated and normalized each subject’s mean 
“fixation duration” based on the number of frames during 
which his or her gaze vector did not change by more than 
20 degrees.  Fixation duration has been previously shown 
to correlate with immersion in video games [4].  
This data showed a significant increase (p < 0.05) in mean 
fixation duration with condition VK compared to other 
conditions.  The other multimodal interface (KV) showed 
no significant difference from the unimodal conditions.   
Unfortunately, the subjective data was inconsistent with the 
objective data.  Although it had a low significance (p > 
0.2), the survey data showed higher values in all four cate-
gories – challenge, focus, involvement and enjoyment – for 
the VV group, followed closely by KV.  

CONCLUSIONS 
We believe the inconsistencies between the subjective and 
objective measures of immersion were due in large part to 
the subjects’ conscious preference for voice chat, which 
may have been induced by flaws in our experimental de-
sign.  Specifically, we were collocated with the subjects 
and knew many of them on a personal basis.  As a result, 
the survey responses strongly favored VV and KV. 
From the above eye-tracking results, it is clear that our 
changes to the game’s user interface had an impact on the 
subjects’ play experience.  However, our hypothesis that 
using a multimodal control scheme would increase a 
player’s focus was only half-correct; only one of the mul-
timodal interfaces (VK) had a significantly higher mean 
fixation duration than the unimodal versions.   
While these results may have a number of possible expla-
nations, we believe they are strongly related to variations in 
the amount of cognitive load imposed on a player by the 
different control schemes.  On the one hand, using a uni-
modal interface limits the amount of working memory 
available to the player, increasing the effort required to 
achieve immersion.  On there other hand, using the KV 
interface (with voice chat) lowered this cognitive barrier 
too much.  As a result, the players experienced underload 
and grew distracted, since the game did not require a large 
amount of their attention (Figure 1).  Cognitive underload 
has been shown to significantly reduce user attention, espe-
cially when using highly automated interfaces [5]. We be-
lieve the difference between the two multimodal groups 
was caused by the fact that voice chat is significantly easier 
than keyboard chat in World of Warcraft. 
An important consequence of these results is that designers 
cannot simply increase the immersiveness of a game by 
increasing the number of modalities used by a control 
scheme; they must find the correct assignment of modali-

ties to tasks in order to optimize the player’s cognitive 
load. 

 
Figure 1: The relationship between cognitive load 
and control scheme in World of Warcraft. 

FUTURE WORK 
Before any work is done to build off this study, it is impor-
tant that these results are reproduced using a more formal 
experimental design.  Specifically, a between-subjects de-
sign with more subjects would prevent any bias from oc-
curring between conditions.  Teammates should also be 
unfamiliar with each other and located in separate rooms. 
Once this is done, the next step is to investigate different 
methods for optimizing cognitive load.  This means learn-
ing how to determine the right combination of modalities 
and how to assign those modalities to controls.  One prob-
lem which was evident from our results is that, although 
keyboard chat was more successful in terms of immersion, 
subjects consciously preferred voice chat because it was 
more natural.  Thus, the optimization of cognitive load 
must be done within a certain set of constraints so as not to 
sacrifice other aspects of the player’s experience. 
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