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HYPOTHESIS

Today’s computer tools for working with musical rhythm tend to be impoverished and/or difficult to use, thereby often slowing down the creative process, limiting the range of musical results, and/or failing to convey enough information to the user.  Our interface, designed for creation, visualization, and analysis of musical rhythms at multiple time scales, will offer a number of benefits to users, including increased understanding at multiple time levels (thereby distributing cognition), ease of rhythm editing, and more user control of rhythm fine-tuning.  

Additionally, enabling collaboration will benefit musicians through effects such as sense of community, shared understanding, increased creativity (“jamming,” rather than solo composition), catching others’ errors, and generating alternative theories. Finally, we hope that our interface will be “cool,” offering additional user value by providing alternative perspectives for seeing, hearing, and thinking about rhythm, thereby inspiring creativity, increased understanding, etc.

EVALUATION PLAN

We are interested in moving beyond simple performance metrics for evaluating interface designs.  While we feel that it will be hard to quantitatively evaluate some of our value hypotheses, such as creativity and collaboration, we will try to capture some of that data using questionnaires and ratings (e.g., Likert scales).  Among our outlined tasks, transcription can be quantitatively evaluated (time on task, accuracy of transcription); learning can be quantitatively or qualitatively evaluated (tests of learning retention, user impressions); and composition can be qualitatively evaluated (user impressions, expert reviews of created material).

We plan to evaluate our interface informally with a small number (2-4) of recorded and observed use sessions by musicians with good musical background and some experience with music software, drawn from personal contacts and contacts in the music department.  We will have them use our system to perform a set of intermediate-level tasks, such as “compose a one-minute piece of music.”  After the task is complete, we will have the users fill out questionnaires regarding the usability of the system, and possibly have expert reviewers examine the music produced.

We will also make our software available in single-machine form via the web, and invite a larger number of people to try it out and send back email questionnaires.

CURRENT PROTOTYPE

Our current prototype demonstrates simple coordination of two views onto different time scales (medium-scale and micro-scale) over two computers.  We started with an existing GPL Java drum machine called "orDrumBox" (http://ordrumbox.sourceforge.net).  Matt hacked the existing sound synthesis code to implement microtimings, modifying it to accept fractional beat timings.  Brian wrote a separate GUI program for visualization and control of microtimings.   

We used the Event Heap, an Interactive Workspaces technology for loosely coupled communication, to handle message passing between the two programs.  Two users can simultaneously edit a rhythm, one at the pattern level (adding, removing, and changing notes in the repeating phrase) and another at the microtiming level (adjusting the exact onset times of notes to be played at each nominal position in the pattern).  In the iRoom, all users hear the given pattern(s) as played with the given microtiming, and all users can see the graphical representations at each level.

While the current prototype only addresses user interaction with a single pattern/instrument, the underlying data models of both programs are general enough to support interaction with multiple such.

FURTHER DEVELOPMENT

The goal for the remainder of this quarter is to develop integrated, synchronized views of musical information on our three time scales: large (form, sequences, compositions), medium (patterns, phrases, bars), and micro (fine tuning adjustments, “feel,” “swing”).

We also want to add a scrolling time cursor (displaying the current play position), as well as transport controls (e.g., start/stop) to the interfaces at all three levels.

At the micro level, we also plan to implement controls for multiple patterns/instruments, as well as different levels and classes of microtimings (e.g., a single global microtiming for feel of a piece, with local microtimings for individual sections).  

At the medium scale, the main additional goal is to fix some of the bugs in the existing interface, time permitting.

Also, we would like to develop possibly similar, possibly different interfaces for users working in an individual fashion on laptops, using earbud headphones.  Enabling individual work presents an interesting challenge, since everyone will hear the sound generated by the iRoom speakers.  However, individual users may be able to audition certain types of modifications, such as additions of instruments, in a time-synchronized fashion with the current group work.

RELATED WORK

The idea of synchronized views onto a shared data model has been explored in a number of previous Interactive Workspaces projects.  The Center for Integrated Facility Engineering (CIFE) developed a suite of applications that used the Event Heap to coordinate application views running on different computers.  Users can select and manipulate data in one view; corresponding information in other views updates to reflect changes.  While the CIFE project looked at synchronization of views onto existing static data, our project attempts to enable interaction with, collaboration on, and coordination of real-time dynamic data.  (Reference: K. Liston, M. Fischer, and T. Winograd, “Focused Sharing of Information for Multidisciplinary Decision Making by Project Teams,” Proc. ITcon, vol. 6, 2001, pp. 69–81)
"The Music Notepad" by Andrew Forsberg, Mark Dieterich, and Robert Zeleznik (UIST 98, pp. 203-210) is a stylus-based system for entry of common musical notation.  Since the domain is symbolic notation, there is no support for microtiming, but their work shows a very well thought-out interface for writing and editing musical material.

"A Novel Representation for Rhythmic Structure" by Vijay Iyer et al. (Proc. ICMC 97: http://www.cnmat.berkeley.edu/ICMC97/papers-html/Rhythm.html) surveys the perceptual and aesthetic importance of microtiming in a variety of types of music and proposes a representation for rhythmic musical material involving note-level deviations from nominal note starting times.

The state of the art of commercial “drum machine” software is a one-dimensional “swing” control that delays every second note at a given rhythmic level (e.g., every other 8th-note or every other 16th-note) by a fixed percentage of its nominal value, sometimes combined with a “human feel” feature that simply adds randomization.  (Examples include http://www.musiclab.com/products/sdrmanual/sdrman1.htm and

http://www.digidesign.com/news/articles/beatdetect.html)







