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Hypotheses

H1: Currently, annotating photos is considered a tedious task by a vast majority of digital picture takers, and thus it is done rarely, if at all. We hypothesize that our system will make the task of annotating pictures more fun by making the task a collaborative, social activity, and thus users will end up annotating more pictures than they do currently.

H2: Currently, the input device we’re using (pen input to a PDA) best affords short captions. However, since many perspectives are recorded, the users of system may be able to achieve the same results as a long descriptive annotation.

H3:  In the longer term, another benefit that might accrue is that users will go over old pictures more often than they currently do.

Evaluation plan

To evaluate our hypotheses, we will be conducting user tests of our interactive prototype with two users at a time, both from the same social circle and both using iPaq PocketPCs. Before the test, we’ll see if the users are willing to let us use some of their photos for the task of annotating. If not, we’ll use a bank of our own generic photos, though this is less ideal (as neither user will be familiar with the context; for both users, it will be as if the other user took the picture). We will then let them run through the system as many times as possible during a 10-15 minute period.


To evaluate the first hypotheses, we will first get the stats of what percentage of pictures currently gets annotated, and also get a sense of the amount of free time that the users have (based on their concrete schedules and self-report) We will record the times it takes from all the users to finish annotating one picture, and try to extrapolate the number of pictures that could be annotated over a fixed period of time (daily, weekly, etc) if a portion of the users’ overlapping free time is spent using the system. To evaluate the users’ enjoyment of the system, if possible, we’ll record the test sessions and use direct observation to code their activity. Also, we’ll ask users to subjectively compare this activity to others that they could be doing with the same amount of free time.


To evaluate the second hypotheses, we will compare the average length of annotations made with the system (per individual) and annotations that the users have made for other photographs in normal use (if any were made before). We will then ask users to individually perform the task of annotating a related photo as if they were sending it out by email to others in their social circle who may not necessarily know the context of the picture. We’ll subjectively compare the aggregate annotations from using our system with the individual annotations, and try to match up the content in both.


The evaluation of the longer-term hypothesis is less clear. Unless the users think that the system isn’t fun even in the short term, it’s difficult to tell whether as time goes on, the system of reviewing and annotating old pictures will become a chore.

Current Prototype 

We have created a prototype of the system for a HP iPaq series PDA using the Microsoft Visual Studio .NET platform. The current prototype covers the screens required for basic interaction with the system. We haven’t really created the internetworking of the devices with the photo-server. We did run some preliminary tests on this prototype to get a feel of usability problems.

Screen 1:

The picture annotation screen – Users are provided with a picture that they can annotate and send the comment back to the server.

Screen 2:

The user gets to evaluate a peer comment on the same picture on a simple 3 level scale of smileys.

Screen 3:

The results screen – All the comments for the current picture are displayed with their respective scores from all users compiled together.

Further Development
We need to have a web service running which will have the database of pictures and keep the interaction between multiple users going. The web-service will perform the following functions:

1. Keep track of clients connected to it.

2. Sending pictures from the database to users connected to it.

3. Sending the commented pictures to the users to evaluate them.

4. Compute the results of voting and broadcast them.

We plan to achieve a basic photo-sharing interaction between 2 users as the main goal, and if time permits we will continue with the voting mechanism and further improving the interface.

Related Work

Mobile Media Metadata Project

Marc Davis’ work at SIMS in the Mobile Media Metadata is focused on a process of automatic annotation of media. Their approach is to infer media content from spatial, temporal and social context of media capture. They integrate media capture and analysis at the point of media creation; leveraging spatial, temporal, and social contextual metadata across individual users and groups to infer media content; and support user-system interaction at the point of capture to enable “human-in-the-loop” algorithm design.

Picassa

This is Google’s photo-sharing software. This contains a feature called Hello. Hello lets users connect to their friends to share digital pictures.  It’s basically a sort of an instant messenger type of mechanism where users can chat with friends using their pictures as a common frame of reference for the chat. Thus it achieves photo sharing and annotation.

PhotoBlogs

A number of online photo-blogging websites enable the users to achieve an asynchronous communication over pictures by means of comments left on the blog with each picture. This technique also makes use of the collaborative approach to help users have fun during annotation.

Ontology Based Photo Annotation

This work from the University of Amsterdam involves laying out an ontology for a given domain and making use of it to annotate photos. The following picture from the paper will clarify their approach:
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Figure 6. A snapshot of the annotation interface. The user has selected “chimpanzee” as the animal species. Two values for agent

modifiers are defined: “color” and “posture.” At the lower right, the part of the domain ontology is shown contai
“posture” feature.
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