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Lightweight Application Instrumentation for User-Initiated Remote Feedback in Off-the-Desktop Interfaces

1. THEORY AND MOTIVATION

Our context of interest is a single user interacting with a single computer system. Various abstractions for this dyadic interaction have been presented – for example Norman’s seven-stage task performance model (in Norman&Draper, pg. 42 – Figure 1) or the information filtering model by Owen (in Norman&Draper, pg. 368 – Figure 2). These conceptualizations cast human-computer interaction as a feedback loop between the two parties connected through an application interface. We can also model this pattern with a pair of interconnected Sense-Control-Act mechanisms (Webber, Badler 1995 – Figure 3). Since the term “Control” is overloaded with multiple meanings (compare dynamic control theory and the model-view-controller), we replace it with the term “Process.” Each party is equipped with a sensory system that receives/perceives some form of input. A processing component interprets the percepts and generates appropriate actions that in turn are perceived by the dyadic partner. 
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Figure 1: Norman's seven component model
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Figure 2: Owen's information filtering model
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Figure 3: HCI as interconnected Sense-Process-Act components

Evaluation is concerned with uncovering, classifying and eliminating problems and breakdowns in the interaction cycle. A taxonomy of different types of breakdowns or errors can thus guide evaluation and iterative design. The field of human error studies has contributed such taxonomies (Reason 1990, Senders&Moray 1991). One useful binary classification distinguishes between endogenous errors – those that originate within the human – and exogenous errors – those that have their origin outside the human operator. Exogenous errors highlight the necessity to inspect the HCI dyad at a systems level, since origin and manifestation of a problem may be separated.
As designers we are especially interested in minimizing exogenous errors that are elicited by bad design. Within this class, we can further distinguish errors in terms of the different human cognitive information processing mechanisms involved: slips are mistakes of action (good plan, bad execution) and mistakes are errors of processing or intention (bad plan to begin with) (Reason 1990, Norman 1983). Norman already outlined design strategies to minimize and accommodate for slips. We therefore look towards mistakes as an area of study.

To deal with problems of intention and planning, we need to introduce a final piece of theoretical machinery - Norman's conceptual models (1986 – Figure 4). 
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Figure 4: Norman's conceptual models
The design model is the mental representation a software architect has of her application. The user’s conceptual model however is not based on the design model, but solely on the system image – the part of the application’s mechanisms exhibited through the user interface. Recall from Figure 1 that in order to map internal goals to physical interface actions, users need to translate goals into concrete intentions, which then have to be converted into action sequence plans, which are finally converted into external actions. To translate intentions into action plans, the user needs a clear mental model of how the application in question works. If the user’s model and the design model do not match, the mapping from intentions to action plans will be based on wrong assumptions. A complete error classification tree locating mental model mismatches in the taxonomy of Reason and Norman is shown in Figure 5.
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Figure 5: Location of mental model mismatches in our error taxonomy

Model mismatches necessarily lead to bad action plans. However the error manifestations of such bad action plans are not easily predictable. Worse yet, backtracking from a given error/problem manifestation (phenotype) to root cause/reason/origin (genotype) is even more complex. It requires inference from phenomenological data to cognitive mechanisms. Recognizing and resolving mental model mismatches is by definition outside of the scope of the running application – it requires intervention and re-design by the application architect. But note the absence of a communication channel between user and designer in Figure 4. If such a channel existed and if we furthermore assume that the user can recognize (though not necessarily analyze) his own model mismatch problems (indication that this is the case is presented in Castillo et al. 1998), he could simply notify the designer. This is where the current project sets in. It introduces a mechanism for feedback (Figure 6) that allows the user to send messages back to developers. [To add for final report: other methods of evaluation replace this feedback channel by having designers watch a selected group of users in controlled settings. Why is remote feedback in particular a good solution to bridge the user-designer communication gap? If non-standard interfaces are involved, study subjects are unlikely to have this hardware at home – so they would have to come to the lab anyways. Webcams appear to be a good middle ground since they allow for novel forms of interaction and have achieved reasonably broad diffusion. ]
[image: image6.png]Designer's time-shifted remote feedback
Conceptual

Model

User's
Mental
Model

Feedback API
Application

interaction

"System
Image"

re-design





Figure 6: Feedback mechanism to close conceptual model circuit

Hartson et al. (1996) have termed the approach semi-instrumented remote evaluation and demonstrated its potential in a WIMP application where users reported their own critical incidents using a special button and voice annotation.
 The current project differs from their efforts in that we provide a detailed theoretical foundation which leads to a focus on model mismatch problems and that we use a post-WIMP, vision-based recognition interface. Hartson et al. noted that subjects “generally did not speak much without prompting.” We think that this is a result of the discrepancy between the communication channel for normal system interaction (typing) and the channel for incident reporting (voice). A caveat: past data shows that while people are willing to report complete breakdowns of application performance, they are less likely to report smaller difficulties (Norman 1990; also Hartson 1996).
2. HYPOTHESES

[Your claim about what benefit the system offers.]

The preceding discussion leads to the following two research hypotheses:

H1: User-initiated remote feedback will help to identify mismatches between the designer’s conceptual model and the user’s model of a software system. 

H2: Offering instantaneous feedback option in the same channel(s) a person is using for system interaction will generate quantitatively and qualitatively better data than (later) feedback elicited in a different communication channel.

3. EVALUATION PLAN 

[A concrete 2-3 paragraph plan for how you will test your hypothesis. ]

3.1 Schedule

Five students from CS147 responded to my call for participation. 45-minute evaluation sessions have been scheduled for November 29th and 30th. 
3.2 Setup

Evaluation is complicated by the fact that the proposed system is not an application but a methodology, a tool for evaluation itself. To evaluate the evaluator then, we need to attach it to a different, existing application. Without grounding in actual human practice the theory is not worth much. We chose the domain of computer vision interfaces coupled with audio input for the following reasons: 

1. Recognition applications (also known as perceptual user interfaces) do not have a standardized user interaction language so users are unlikely to come into testing with a solid user model.
2. If the user is already moving in front of a camera and verbalizing as part of normal interaction, then the resistance to using voice and video feedback will likely be lower.

3. Most vision algorithms only work under a set of particular assumptions about the scene to be analyzed. These assumptions are unlikely to be known to the user. Violations of these assumptions break the design model, but they are absent in the user’s model. Hence model mismatches are likely. Letting the developer know when errors happen in practice would be valuable in designing more robust algorithms.

Possible concrete application scenarios I have come up with:

1. A mental model mismatch can arise in a hand shape recognition application where the user forms action plans to control 3D finger configuration alone while the system additionally requires certain constrained hand orientations for successful recognition (a 2D shape recognition algorithm would suffer from this problem). The situation could for example arise in a vision-based game of rock, paper, scissors (I know I know, not exactly a relevant real-world app).
2. The GWindows (Wilson&Oliver, 2004) system allows users to manipulate window frames using hand movements. Remote feedback could help to pinpoint pathological cases where the motion tracking algorithm breaks down.
Triggering of the feedback mechanism would be invoked with a red card as described in milestone 1.
3.3 Methodology

The set of subjects is too small to robustly test hypotheses, especially if subjects have to be split into different exposure groups as is the case for H2. Consequently, I plan to treat the evaluation as a pilot study. For my personal learning, it might be interesting to use two different evaluation methodologies on the 29th and the 30th. Also, a single iteration of design refinement is possible in the evening between the two sessions. Usability inspection by walkthrough or heuristic evaluation are promising since the techniques are fast and subjects are likely to be proficient in general computer interaction. A more thorough user test that is carried out remotely may be needed but is only feasible after the winter break (see also the following section 3.4).
3.4 University Regulations

Because of my preoccupation with comprehensive exams and the continually moving target of this project, I missed the 11/01/04 deadline to obtain a written exemption from Stanford’s Institutional Review Board which is required to start research involving human subjects. Decisions from the next available meeting will not be communicated until 12/17/04, clearly too late for the current quarter. However, according to Stanford’s Research Policy Handbook (http://www.stanford.edu/ dept/DoR/rph/7-3.html), both student projects primarily aimed at providing research training and small scale pilot studies for feasibility testing or instrument refinement do not require panel review. The caveat is that findings from such a small-scale study can not be used for publication purposes, i.e., a submission to the CHI short paper program.

4. CURRENT PROTOTYPE

[An explanation (2-3 paragraphs) of your current prototype. ]

I currently have:

· a running version of Papier-Mâché
· a webcam

· a dual-monitor setup useful for Wizard of Oz studies

· lots of compilers

· a few days left to produce a running system.

Hopefully we can decide on the best implementation in our discussion on Tuesday.

5. FURTHER DEVELOPMENT

[The development you plan to do (2-3 paragraphs) by the end of the quarter. ]

Either a working vision system or a Wizard of Oz setup simulating such a system needs to be operational by Monday, 11/29/04, for the pilot study. 

Instrumentation would consist of: 

· Adding an audio and video ring buffer that keeps the last n captured frames in memory. This history recording can be used in conjunction with the user reenactment of the problem to triangulate a cause.

· Adding a video writer that dumps video sequences to file.

· The transmission mechanism itself to send collected data to the developer does not have to be operational since we are not conducting real remote evaluation at this point.

6. RELATED WORK

[A brief summary of 4-5 pieces of related work.] 

The surveyed related work has mostly been mentioned above or in milestone 1. Complete citations for all references follow in the next section. To summarize:

· Theoretical background and taxonomies of user performance and error can be found in Senders&Morray, 1991; Norman&Draper, 1986; Norman, 1983; Norman, 1990; and Reason, 1990.

· Automatic unsupervised evaluation was introduced by Olsen&Halversen, 1988 (described in milestone 1 - not sure if earlier references exist). A recent comprehensive review of trace-data driven unsupervised evaluation methods is given my Hilbert&Redmiles, 2000. 

· User-initiated remote feedback is studied by Castillo et al. 1998 and Hartson et al., 1996. 

· Computer vision applications to HCI that could benefit from feedback instrumentation are described in Cipolla&Pentland, 1998. Another option is the GWindows system of Wilson&Oliver, 2003.
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� In a completely different context, the FAA maintains a successful database of pilots’ self-reported incidents (Senders&Moray 1991).
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