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Recap

e Major Fairness Criteria
o Fairness Through Unawareness
m Sensitive feature A are being excluded when training ML models
o Demographic Parity
m Probabilities of distributing the favorable outcome across groups are the same

PY=1A=1)=P(Y =1]A=0)

o Equal Opportunity
m Probabilities of distributing the favorable outcome to the gualified members across
groups are the same

P(Y =1A=0,Y=1)=P(Y =1A=1Y =1)

o Equal Odds
m Probabilities of distributing the favorable outcome to both gualified and unqualified
members across groups are the same

P(Y =1|A=0,Y)=PY =1/A=1,Y)




Recap

e Fair Representation Learning
o Prejudice Removing Regularizer

A
- L(D;0) +nR(D,0) + 7|03

Loss of the Model  Fairness Regularizer L2 Regularizer

e Prejudice Removing Regularizer Minimizes Mutual Information

PI=) Pr[¥,S]n _PrlY, 5]
Yo Pr[S]Pr[Y]

e PI=0=> Y Il § =>Demographic Parity



Outline

e Fair Representation Learning
e ML Interpretability

e Intrinsically Interpretable Models

o Simple interpretable models
o Instricically interpretable techniques for deep learning

e Interpretability Concepts
o Intrinsic and post hoc methods
o model-specific and model-agnostic methods
o Local and global interpretable methods
o Interpretability and performance trade-offs



Fair Representation Learning

e How Do We Test the Fairness of Deep Representation Z7?
o Adversarial Learning

| want to find the worst
representation that

| want to find the best
— can reconstruct A

representation for my
task.




Fair Representations

e How Do We Make a Deep Representation Z Fair?

/Fair
/@

Encoder

f(X)

Madras et al, 2018



https://arxiv.org/pdf/1802.06309.pdf

Fair Representations

e How Do We Make a Deep Representation Z Fair?
o Z=1(X)
o Test and see if a good amount of A can be reconstructed from Z
o Compare A with h(z)

@_) Adversary _)®
h(Z)
/

Encoder

f(X)

Madras et al, 2018
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Fair Representations

How Do We Make a Deep Representation Z Fair?

(@)

(@)

@)

Properties of Deep Representations

@)

Z = f(X)

Test and see if a good amount of A can be reconstructed from Z

Compare A with h(z)

Achieve good performance for
downstream task that generates y=g(z)

O

Classifier
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Fair Representations

How Do We Make a Deep Representation Z Fair?

(@)

(@)

@)

Z = f(X)

Test and see if a good amount of A can be reconstructed from Z

Compare A with h(z)

Properties of Deep Representations

@)

(@)

Achieve good performance for
downstream task that generates y=g(z)
Has the Ability to Reconstruct X = k(Z, A)

O

Classifier
9(2)

Adversary
hZ)

Encoder

f(X)

Decoder
k(Z,A)

Madras et al, 2018



https://arxiv.org/pdf/1802.06309.pdf

Fairness Through Adversarial Learning

e Adversarial Learning
o Models are trained using objectives that compete with each other

Classifier Adversag N
9(Z) h(Z)

Encoder Decoder
f(X) k(Z,A)

minimize maximize Ex y 4 [L(f, g, h, k)]
f9:k h

Madras et al, 2018
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Fairness Through Adversarial Learning

e Adversarial Learning
L(f’ g, h7 k) - Och(g(f(X, A))? Y) + /BLDec(k(f(X A) A) ) + /YLAd’U( (f(X7 A))7 A)

Classifier Adversary N
9(%) h(Z)

Encoder Decoder
f(X) k(Z,A)

minimize maximize Ex y 4 [L(f, g, h, k)]
159,k h

Madras et al, 2018
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Loss for Learning Fair Representations

e Adversarial Loss for Demographic Parity with
Group Do, Dy

2y =1- Y = S |h(f(z,a))—al

1€{0,1} |Dz| (z,a)€D; Classifier Adversary
- . @(_ 9(2) h(Z)
Demographic Parity: P(Y = 1|A = 1) = P(Y = 1|A = 0)
Encoder Decoder
e Adversarial Loss for Equality of Odds with AL

Group D! = {(z,y,q) € Dla =i,y = j} E{{
1

Liam=2- 3 op 2. IMf@a)-d
N

(4,5)€{0,1}? z,a)€D!

Madras et al, 2018

Equality of Odds: P(Y =1|A=0,Y)=P(Y =1|A=1,Y)


https://arxiv.org/pdf/1802.06309.pdf

Discrimination Measures for Representations

Zi=p(Z|IA=1) 2y=p(Z|A=0) ZY=p(Z|A =a,Y =y)

e Demographic Parity
App(g) £ dg(20, 21) = |Ez,lg] — Ez,[9]|
Demographic Parity: P(Y =1|/A=1) = P(Y = 1|4 = 0)
e Equality of Odds
Ago(g) = |Ezg 9] — Ezo [g]| + |Ezg [1—g]— Ez [1—g]|
Equality of Odds: P(Y =1]A=0,Y)=P(Y =1|A=1,Y)
e Equality of Opportunities

Agopp(9) = [Ezo[g]—Ezolg]]
Equality of Opportunity: P(Y =1]A=0,Y =1)=P(Y =1|A=1,Y =1)



Accuracy and Fairness on Adult Income Dataset

e Results Generated By Varying 7
L(f,9,h,k) = aLc(g(f(X,A)),Y)+ BLpec(k(f(X, A), A), X) + vLaav(h(f(X, 4)), A)
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DP-CE - Cross Entropy Adversarial Objective (Edwards et al, 2016)


https://arxiv.org/pdf/1802.06309.pdf
https://arxiv.org/abs/1511.05897

Transferring Fair Representations

e If the Representations Are Fair, All Predictors Should Be Fair!

o Train fand g based on domain 1 with feature space X

o Fix f, and train g' on domain 2 with the same feature space X

m  y=g'(f(x)) should be a fairness predictor

(v e

Classifier Adversary
9(Z) h(Z)
Encoder Decoder
f(X) k(Z, A)

Madras et al, 2018
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Transfer Fair Representations

e Heritage Health Dataset o 01

o Comprises insurance claims and % ol l. I. l. ]
physician records 5

o Task 1 - Predict Charlson index 2 01
(prediction of 10 year survival of patients) %
trained using equalized odds adversarial g 02
objective Z% s

o Task 2 - Same input, task becomes predicting % e
a patient’s insurance claim corresponding to € g4 mmm Ago
a specific medical condition Transfer-Unf  Transfer-Fair Transfer-Y-Adv  LAFTR

Transfer- unf - MLP with no fairness constraints
Transfer- fair - MLP with fairness constraints in Bechavod et al, 2017
Transfer - Y - Adv baseline in Zhang et al, 2018 Madras et aI, 2018



https://www.kaggle.com/c/hhp
https://scinapse.io/papers/2732098159
https://arxiv.org/abs/1801.07593
https://arxiv.org/pdf/1802.06309.pdf

Discussions

e \What Are the Pros and Cons of Prejudice Removing Regularizer and
Adversarial Learning for Fairness?



Comparisons: Regularization and Adversarial Learning

Pros

Cons

Prejudice Removing Regularizer

Minimal modifications to training
procedure

Can only be applied to
Demographic Parity

Adversarial Learning

Transferable representations

Can be applied to many different
fairness criteria

Adversarial loss can be difficult to train



Next Fairness Lectures

e May 6 Fairness Through Input Manipulations
e May 8 Fair NLP
e May 13 Fairness for Vision Representations



Outline

e Fair Representation Learning
e ML Interpretability

e Intrinsically Interpretable Models

o Simple interpretable models
o Instricically interpretable techniques for deep learning

e Interpretability Concepts
o Intrinsic and post hoc methods
o model-specific and model-agnostic methods
o Local and global interpretable methods
o Interpretability and performance trade-offs



Machine Learning Interpretability

e ML interpretability allows one to examine model's basis in its decision making process.

d x1 —
x2_{
x3 — b
x4— —y2
x5— SIRY
x6 — !/i’"“&
Input Layer 6 neurons / 50 neurons Output Layer
L 100 neurons 500 neurons 200 neurons 5
An interpretable tree model to find R

A neural network which is usually

out the kind of contact lens a person X
considered a black-box model.

may wear



VGG19 Architecture

Block 1

Block 3

46 layers

143,667,240 parameters

—

J;m model size: 575 MB
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Visualizations of GooglLeNet

Patterns (layer mixed4a) Parts (layers mixed4b & mixed4c) Objects (layers mixed4d & mixed4e)

Textures (layer mixed3a)

Edges (layer conv2d0)



Reasons for ML Interpretability

e Qur society has been shifted to rely on Al more than ever
autonomous vehicles

security

finance

many others

O O O O

e \Who will will benefit from ML Interpretability?
o End Users: enhance trust, understand the consequences of the decisions, e.g.,
privacy, fairness.
o Regulatory Agencies: compliance, aduits, and accountability.
Model Designers: diagnose model performance



Regulating Al Models for Trading




Precision Medicine (Caruana et al., 2015)

Predict probability of death for

patient with pneumonia

O

(@)

(@)

(@)

high probability -> hospital/ICU
low probability -> treated as outpatients

ML models make mistakes

biases in the dataset exist for asthma
asthma is a serious condition that
has to be admitted to hospitals or
even ICUs

mistakes from neural nets on asthma
prevented clinical trials in mid-90's
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http://people.dbmi.columbia.edu/noemie/papers/15kdd.pdf

Medical Imaging (Sundararajan et al., 2017)

e A Diabetic Retinopathy
Grade is detected
from a retinal fundus
image

Lesions

e Gradient based
techniques are used to
demonstrate the basis of
the model's decisions

t4..



https://mit6874.github.io/assets/misc/sundararajan.pdf

Legal Tool Explanation (Tan et al., 2018)

e Alegal case (Lightbourne, 2017) challenges the use of a software called

"COMPAS" when sentencing individuals to prison
o alleged use of gender and race features in its decision making process
o algorithm details are considered to be trade secrets and are not transparent

. . . ] oan default risk score: 3 oan default: yes or no
e Mimicking Model Behaviors Black box e e
. . . . . . risk scoring . [
o Model distillation is used to mimic model meant to predict é satcore
\—/
model behaviors _ Loan
Model Train our
o Interpretable models are used to distillation own model
on audit data Ll
explain the behaviors of black box | e
models o Model comparison g

£ V.-

Transparent Transparent
mimic model outcome model . -


https://arxiv.org/pdf/1710.06169.pdf
https://scholarship.law.duke.edu/dltr/vol15/iss1/16/

Question Answering (Seo et al, 2017)

e Explanation of question

. Super Bowl 50 was an American football game " i
answering s Stems o determine the champion of th Natoral | Where I I| Il I|H | -" || | | || I | |I at, the, at, Stadium, Levi, in, Santa, Ana
Football League ( NFL ) for the 2015 season. ,
The American Football Conference  AFC ) did | I I
. . champion Denver Broncos defeated the
0 h i g h I Ig h ted keywo rd s on National Football Conference (NFC) champion | - Super Super, Super, Super, Super, Super
Carolina Panthers 24-10 to earn their third
Super Bowl ttle. The game was played on
. February 7, 2016, at Levi's Stadium in the San Bowl Bowl, Bowl, Bowl, Bowl, Bow!
CO n text & q u e Stl o n S Francisco Bay Area at Santa Clara, California.
As this was the 50th Super Bowl, the league 50 50
emphasized the "golden anniversary” with
various gold-themed initiatives, as well as take
temporarily suspending the tradition of
naming each Super Bowl game with Roman place I | I
numerals (under which the game would have i I
been known as "Super Bowl ") so that the ” I II I I II I I II II Il " III " —_
logo could prominently feature the Arabic ! | 1 initiatives
numerals 50.
— NIRRT 10
among others, Bielany Forest, Kabat
oo, Cramaki ok o35 many | il | || ||| nundreds, few, among, 15, several, only, 13,9
kilometres (9 miles ) from Warsaw, the I
Vistla iver's environment changes natural | I | | natural, of
strikingly and features a perfectly preserved
ecosystem, with a habitat of animals that reserves reserves
includes the otter, beaver and hundreds of )
bird species. There are also several lakes in are | ”I | I | ﬂ | | | | are, are, are, are, are, includes
Warsaw — mainly the oxbow lakes, ike ‘
Czerniakéw Lake, the lakes in the tazienki or there (1
Wilanéw Parks, Kamionek Lake. There are %
lot of small lakes in the parks, but only a few n i}
are permanent-the majority are emptied
before winter to clean them of plants and Warsaw ) ! Warsaw, Warsaw, Warsaw
2| |HL ARSI WETOERRAN I VOO e specres



https://arxiv.org/pdf/1611.01603.pdf

Image Caption Generation (Selvaraju et al., 2017)

e Highlighted regions explaining an image caption generation algorithm.



http://openaccess.thecvf.com/content_ICCV_2017/papers/Selvaraju_Grad-CAM_Visual_Explanations_ICCV_2017_paper.pdf

Right to Explanation

e Credit Scores in United States

o Equal Credit Opportunity Rights (Regulation B of the Code of Federal Requlations)
o  Creditors are required to notify applicants of action taken with statement of specific

e European Union General Data Protection Regulation

o GDPR 1995 provided a legally disputed form of a right to an explanation Recital 71
o "The data subject should have the right not to be subject to a decision, which may include a measure,
evaluating personal aspects relating to him or her which is based solely on automated processing..."

e France

o In a decision taken on the basis of an algorithmic treatment, the rules that define that treatment and
its “principal characteristics” must be communicated to the citizen upon request

the degree and the mode of contribution of the algorithmic

the data processed and its source

the treatment parameters, and where appropriate, their weighting

the operations carried out by the treatment.



https://en.wikipedia.org/wiki/Code_of_Federal_Regulations
https://www.privacy-regulation.eu/en/r71.htm

Surge in Explainable Research (Arrieta et al., 2019)

200

Bl Interpretable Artificial Intelligence
B XAl
Bl Explainable Artificial Intelligence
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https://arxiv.org/abs/1910.10045
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Intrinsically interpretable models

e Models that are interpretable by design
e No post-processing steps are needed to achieve interpretable.



Linear Regression
Y = Bo + Bizin + - + Bpxip + & =X, B+ ¢,

interpretable components
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My grumpiness (0-100)
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My sleep (hours)
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Decision Trees
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K-Nearest Neighbors

@® Class2
L




Bayesian Models

Latent Dirichlet Allocation (Blei et al., 2003)

Per-word
topic assignment

Per-document Observed .
topic proportions word Topics
O (VM D ()
NA RN S

B

Documents

]/ XXXX XXXX | purchased a JEHIBIB from XXXX

XXXX XXXX XXXX which | [E088 B my
XXIXXIXXXX N@@.| then signed contract and
release of liability to the HEEIBE | still have the
contract. Three years later | [EEENEE 2 [BHSE
from a collection agency that | owe them XXXX
dollars for the 58l | [EE8E M. that was towed
from XXXX XXXX XXXX XXXX said at the time
the B8 was still in my name. So | went back to
the HEEIBE and the HEEIBE before was sold to
another company. | spoke with XXXX XXXX and
did what they told me and it is still on my credit
report. | am really frustrated on what | am going
through. The collectors will not listen to me.

What can | do. The agency is XXXX Collections /

in XXXX XXXX California.

Topics Pk

collect
agenc
recover

0.33

Topic
proportions
ba

0.08

0.25
0.13
0.05

0.07



http://www.jmlr.org/papers/v3/blei03a
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Sparsity

e Controls the sparsity of model parameters when learning a model

e Popular choices
o L1 regularization

|Wl|1 = |w1| + |we| + ... + |wn]

o L2 regularization

N =

W]z = (wi + w3 + ... + wy)




Sparsity for Interpretable Linear Regression

e In the case of linear regression
0 :g - wlxl _+_ w2x2 __I_ . _I_ waN _I_ b o Original coefficients Ordinary Least Square

e Linear regression with L1 regularization - ‘
: "? z
Loss = Error(y,y) + A Z |w;| ,
i=1 ' .
e Linear Regression with L2 regularization A e ae
N Z:i 1:
Loss = Error(y, ) + )\wa 02 , | ‘
=1 0
| . ’ |
-0.. |

50 100 150 200 50 100 150 200



Interpretable Neural Embeddings (Subramanian et al., 2018)

Dense representations make it difficult for human to interpret
Goal: Generate sparse and interpretable word embeddings

the 0.418 0.24968 -0.41242 | 0.1217
was 0.086888 | -0.19416 | -0.24267 | -0.33391
run -0.39488 | -0.16448 | 0.5962 0.65815
the 0 0 1 1

was 1 0 1 1

run 0 1 0 0

basic

advanced

expertise

Qeesens

tracking


https://www.aaai.org/ocs/index.php/AAAI/AAAI18/paper/viewPaper/17433

Interpretable Neural Embeddings (Subramanian et al., 2018)

Use Sparse Autoencoder to generated interpretable word embeddings

Output Layer

Input Layer

internet

internet

Hidden Layer

LEGEND

Active
Dimension

Inactive
Dimension

Input
Dimension



https://www.aaai.org/ocs/index.php/AAAI/AAAI18/paper/viewPaper/17433

Interpretable Neural Embeddings (Subramanian et al., 2018)

e Add sparse constraints to the auto-encoder
o  Unit-wise sparsity constraint enforces sparsity for each unit
o Layer-wise sparsity constraint controls the number of activations for each layer

target
activation rate

L= Z|xz—mz|2+2z (1—2¢ —|—ma:vOZ 2)/m—p)/N

reconstructlon loss un|t -wise sparsity constraint Iayer-W|se sparsity constraint


https://www.aaai.org/ocs/index.php/AAAI/AAAI18/paper/viewPaper/17433

Clustering of Words for the Top Participating Dimension

Initial GloVe vectors Initial word2vec vectors
intelligence, government, foreign, security leukemia, enterprises, wingspan, info, booker
mathematics kashmir, algorithms, heat, computational ore, greens, badminton, hymns, clay
robes, tito, aviation, backward, dioceses asylum, intercepted, skater, rb, flats
thousands, residents, palestinian, police basilica, sensory, ranger, chapel, memorials
remote kashmir, algorithms, heat, computational microsoft, sr, malaysia, jan, cruisers
tamil, guerrilla, spam, rebels, infantry capt, obey, tents, overdose, cognitive, flats
thousands, residents, palestinian, police cardinals, tsar, papal, autobiography, befriends
internet intelligence, government, foreign, security gases, gov, methane, graph, buttons
nhl, writer, writers, drama, soccer longitude, carr, precipitation, snowfall, homer
SPINE w/ GloVe SPINE w/ word2vec
sciences, honorary, faculty, chemistry, bachelor algebra, exam, courses, exams, math
mathematics | university, professor, graduate, degree, bachelor theorem, mathematical, mathematician, equations
mathematical, equations, theory, quantum doctorate, professor, doctoral, lecturer, sociology
territory, region, province, divided, district villages, hamlet, villagers, village, huts
remote wilderness, ski, camping, mountain, hiking mountainous, hilly, impoverished, poorest, populated
rugged, mountainous, scenic, wooded, terrain button, buttons, click, password, keyboard
windows, users, user, software, server hacker, spam, pornographic, cyber, pornography
internet youtube, myspace, twitter, advertising, ads browser, app, downloads, iphone, download
wireless, telephone, cellular, cable, broadband cellular, subscriber, verizon, broadband, subscribers




Performance on Intrusion Detection Test

e Human annotators are asked to select odd words from a group.

Select the odd one out:

grandchildren
sons

visual
grandson

granddaughter

Sample Question for Intrusion
Detection Test

GloVe SPOWV SPINE
(original) (w/ GloVe) (w/ GloVe)
22.97 28.18 68.35
Word2vec SPOWV SPINE
(original) | (w/word2vec) | (w/ word2vec)
26.08 41.75 74.83
Precision scores
GloVe SPOWV SPINE
(original) (w/ GloVe) (w/ GloVe)
76%, 22% 74%, 21% 83%, 47%
‘Word2vec SPOWV SPINE
(original) | (w/word2vec) | (w/ word2vec)
T7%, 18% 79%, 28% 91%, 48%

Inter-annotator agreement

across different models




Regularization for Saliency Maps (Plumb et al, 2019)

e Saliency Maps
o Agradient based method to generate visualizations to interpret deep neural networks



https://arxiv.org/pdf/1906.01431.pdf

Regularization for Saliency Maps (Plumb et al, 2019)

e Saliency Maps
o e(x, f) generates a saliency map for a deep learning model f on a given image x

e Stabilization Regularization
o Stabilizes the saliency map of x and its nearby samples

S(fa 'E) — ]E:L"NN1~| e(f,.L') - e(fl",)”g

stabilization neighbors of x saliency maps
regularizer


https://arxiv.org/pdf/1906.01431.pdf

Regularization for Saliency Maps (Plumb et al, 2019)

e Saliency Maps
o e(x, f) generates a saliency map for a deep learning model f on a given image x

e Stabilization Regularization
o Stabilizes the saliency map of x and its nearby samples

stabilization S(f,z) =Ey~n, ||6(f, x) —e(f, »U,)H%

regularizer

N
' 1
final loss .
function - N Z ), yi) +vS(f, x:)


https://arxiv.org/pdf/1906.01431.pdf

Regularization for Saliency Maps (Plumb et al, 2019)

P ihi c"\j

_El
(3

1:__' e v
o ol
q:_‘ - ?-.r*
mnist samples saliency map without saliency map with

regularization regularization


https://arxiv.org/pdf/1906.01431.pdf

Bayesian Deep Learning

e Modeling the Distributions of Neural Network Parameters
o Adistribution of neural networks co-exist at any time
o Networks are initialized using a prior and each play a role in modeling uncertainties

A Deep Neural Network with A Bayesian Deep Neural Network
Deterministic Parameters with a distribution over parameters
p(w)

xxxxxxxxx

wo g

w ~ uniform(—1,1)



Epistemic and Heteroscedastic Uncertainty (Kendall et al, 2017)

e Increased aleatoric uncertainty on object boundaries and for objects far from the camera.
e increased epistemic uncertainty for semantically and visually challenging pixels

(a) Input Image (b) Ground Truth  (c) Semantic (d) Aleatoric (e) Epistemic
Segmentation Uncertainty Uncertainty


https://papers.nips.cc/paper/7141-what-uncertainties-do-we-need-in-bayesian-deep-learning-for-computer-vision.pdf

Neural Modular Networks (Andreas et al, 2016)

| conbinefand] |-+{ measurefis] [+(" yes )

I describe[color] I——v< yellow) - H

What color is his tie? Is there a red shape above a circle?



http://openaccess.thecvf.com/content_cvpr_2016/html/Andreas_Neural_Module_Networks_CVPR_2016_paper.html

Neural Modular Networks (Andreas et al, 2016)

Find Image — Attention
find[red]
B — L
Transform Attention — Attention
transform[above]
. Earas .
@
Combine Attention x Attention — Attention
combine[or]

E:l—-v Stack | Conv. (| ReLU ——E


http://openaccess.thecvf.com/content_cvpr_2016/html/Andreas_Neural_Module_Networks_CVPR_2016_paper.html

Neural Modular Networks (Andreas et al, 2016)

Measure Attention — Label

eeeeeee [be]

E_- ro 1B s [ [ sotmae ()

Describe Image x Attention — Label

describe[color]

l atena | F¢ He(t )



http://openaccess.thecvf.com/content_cvpr_2016/html/Andreas_Neural_Module_Networks_CVPR_2016_paper.html

Neural Modular Networks (Andreas et al, 2016)

how many different lights
in various different shapes
and sizes?

what is the color of the
horse?

what color is the vase?

is the bus full of passen-
gers?

is there a red shape above
acircle?

describe[count]( describe[color]( describe[color]( describe[is]( measure[is](
find[light]) find[horsel) find[vase]) combine[and]( combine[and](
find[bus], find[red],
find[fulll) transform[above](
find[circlel)))
four (four) brown (brown) green (green) yes (yes) yes (yes)



http://openaccess.thecvf.com/content_cvpr_2016/html/Andreas_Neural_Module_Networks_CVPR_2016_paper.html

Neural Logic Induction Learning (Yang el al, 2020)

es Car(ﬁ)  Of( N& ‘5l ﬁ) A Window(wﬁw) A
) o
Of (S Iﬁ) A w,heel(g I)

“An object that is inside the car with clothing is a person”

R i
R 1)
: o} g - Sl
Person 4_"-



https://openreview.net/pdf?id=SJlh8CEYDB

Neural Basis Expansion (Oreshkin el al, 2020)

e Time series forecasting
o  Given historical data, predict future values.

Lookback Period Forecast Period
Horizon nH (here n=3) Horizon H

Stack Input Lookback window

(model input)
Block 1

Gilobal forecast

Block Input

FC Stack

Block 2

Stack M



https://openreview.net/pdf?id=r1ecqn4YwB

Neural Basis Expansion (Oreshkin el al, 2020
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https://openreview.net/pdf?id=r1ecqn4YwB

Outline

e Fair Representation Learning
e ML Interpretability

e Intrinsically Interpretable Models
o Simple interpretable models
o Instricically interpretable techniques for deep learning

e Interpretability Concepts
o Intrinsic and post hoc methods
o model-specific and model-agnostic methods
o Local and global interpretable methods
o Interpretability and performance trade-offs



Intrinsic and Post Hoc Interpretability

Intrinsically interpretable models

o Interpretable is achieved by model design

o ML models are explainable by itself

o Explainability is often achieved as a byproduct of model training

Interpretable Architecture

train

A

Post Hoc/Model-specific methods

o Explainability is often achieved after the model is trained
o Interpretable is achieved using external methods

train

Interpretable Model

Black-box Architecture

Black-box Model

post-hoc methods

explain



Post Hoc Interpretability

e One of the way to achieve Post Hoc Interpretability is to deploy a local proxy

model
e \We will introduce more about Post Hoc Interpretable methods in the next
lecture.
- Local
match behavior
Black.Box DR Interpretable Explain
Learning Model
Model




Model Specific and Model Agnostic Methods

e Model Specific Methods

o O O O O

Techniques that can be used for a specific architecture

Usually preferable when you have the ability to design your own model
Model specific techniques might compromise the performance of your model
Requires training the model using a dataset

Intrinsic methods are by definition model specific

e Model-agnostic Methods

o O O O O

Techniques that can be used across many black box models
Model-agnostic methods will not affect the performance of your model
Do not require training the model

Will be covered in the next lecture

Post hoc methods are usually model-agnostic



Global and Local Interpretability

e Global Interpretability
o Explains the entire ML model at once from input to prediction
m 1) Holistic Model Interpretability
m 2) Modular Level Interpretability
o e.g., Decision Trees, Linear regression

e Local Interpretability
o Explain how predictions change for when input changes
m 1) For a single prediction
m 2)for a group of predictions



Global Interpretability

Tear production rate

reduced normal

not presbyopic

FCe 8y )]

PS>

globally
interpretable

poxy




Local Interpretability

model interpretation

black-box model f

|

model interpretation




Local Interpretability

sneeze | T E?ﬁ:aigif [eneeze |
weight
headache Em—— headache ||
no fatigue no fatigue
age

Model Data and Prediction Explanation



An Ontology of Al Explainability (ADADI el al, 2018)

» Global
Explainability e
Method HE00D S
\ Can be
» Local
Intrinsic Post-hoc
By definition | Is usaually

Model-specific <« ~—+ Model-agnostic


https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=8466590

The Big Picture

Globally Interpretable

Intrinsic

Locally Interpretable

model

frisbee

Output

Post Hoc

black-box model

interpretation




Interpretability and Performance Trade-offs

e highly performed models tend to be less interpretable.
e Can powerful models with complex structures be interpretable at the same

time?

b0000000000000000D000
VAN U U T YO A O 2 SO AP N A B
2224422222388 223222382
233313233%33330252%4,8%33
GLH44UY Y S €4 4§ 4y
5565595855565 5885=+5¢98
bbbl obeCbeeobtbébé
7721732722177+ 3173
PEETICBEE3XETPLEBS YL
X729979 5227999999449 94

MNIST Dataset

0.1

Performance of different model types on MNIST by year

model \
linear \ — ;

|\

http://yvann.lecun.com/exdb/mnist/

https://soph.info/2018/11/08/mnist-history/

more

7 interpretable

less
interpretable


http://yann.lecun.com/exdb/mnist/
https://soph.info/2018/11/08/mnist-history/

Interpretability and Performance Trade-offs (Arrieta et al., 2019)

‘ Hybrid modelling approaches
XAI's future New explainability-preserving modelling approaches
research arena Interpretable feature engineering
High

Post-hoc explainability techniques
Interpretability-driven model designs

Model accuracy

Low

Low High
Model interpretability


https://www.researchgate.net/profile/Natalia_Diaz_Rodriguez/publication/336734529_Explainable_Artificial_Intelligence_XAI_Concepts_Taxonomies_Opportunities_and_Challenges_toward_Responsible_AI/links/5db31c5ca6fdccc99d9cf948/Explainable-Artificial-Intelligence-XAI-Concepts-Taxonomies-Opportunities-and-Challenges-toward-Responsible-AI.pdf

Required Reading

e Molnar:Ch2,Ch4



Reading Assignments (Pick One)

e Lipton, Z. C. The mythos of model interpretability. Queue, 2018

e Adadi, Amina, and Mohammed Berrada. Peeking inside the black-box: A
survey on Explainable Artificial Intelligence (XAI), IEEE Access 2018

e Doshi-Velez, Finale, and Been Kim. Towards a rigorous science of
interpretable machine learning. Arxiv, 2017

e Wang, F., & Rudin, C.Falling rule lists. AlStats, 2015

e Adel, T., Ghahramani, Z., & Weller, A. Discovering interpretable
representations for both deep generative and discriminative models, ICML
2018



Next Lecture

Proxy Models for Post Hoc Interpretability



Evaluations for Interpretability (Finale Doshi-Velez et al, 2017)

Humans Tasks
Real Real

Application-grounded Evaluation Humans || Tasks

a2 o -
Mor.e. " P Real Simple

Specific uman-grounded Evaluatio Humans | | Tasks
and bt _ seemusenm— ‘ .
Costly No Real = Proxy

' Functionally-grounded Evaluation Humans || Tasks

e AT A A i PR BEEE AV S P S S W5 GRS ey SOt S S i S SO



https://arxiv.org/pdf/1702.08608.pdf

Application-Grounded Evaluation

e Examined by Human Experts in a Specialized Domain
o Interpretable models need to facilitate conducting a real and sophisticated task

e Automatic Neural Reconstruction from Petavoxel of Electron Microscopy Data
(Suissa-Peleq et al, 2016)

o Study the dense structure of the neurons in the brain and their synapses
o A multi-step process that involves many ML models

> .
< -Sf.Segmentation - A

” ; Proofreadin
Bl Segmentatio Blclianll

2
-8

C—— EM images

(a) (b) () (d) (e) ()
slicing neural tissues scan sections into images stack images using detect membrane reconstructing into

into sections registration tools using a classification 3D model of cells

mnadal


https://mpsych.org/papers/suissa2016automatic.pdf

Human-Grounded Evaluation

e Examined by a Lay Human in a General Domain

o Interpretable models are evaluated by average human.

e Explain a model that classifies an article into either "Christianity" or "Atheism'

(Ribeiro et al, 2016)
o Amazon Mechanical Turk workers
are asked to the algorithm that
has better performance

Example #3 of 6 True Class: . Atheism [ insrucsons [ provious J nex J ’
Algorithm 1 Algorithm 2
‘Words that Al considers important: Predicted: Words that A2 considers important: Predicted:
GoD @ ~vesm Posting @ s
mean| Prediction correct: Host] Prediction correct:
anyone| J Re] J
this by
Koresh| in)
through Nntp|

Document

From: pauld@verdix.com (Paul Durbin)
Subject: Re: DAVID CORESH IS! GOD!
Nntp-Posting-Host: sarge.hq.verdix.com
Organization: Verdix Corp

Lines: 8

Document

From: pauld@verdix.com (Paul Durbin)
Subject: Re: DAVID CORESH IS! GOD!
Nntp-Posting-Host: sarge.hq.verdix.com
Organization: Verdix Corp

Lines: 8


https://dl.acm.org/doi/abs/10.1145/2939672.2939778

Functionally-Grounded Evaluation

e Examined using a proxy task

e Compare selected feature from model interpretability against explanatory
features (Ribeiro et al, 2016)

o Explanatory feature are labeled by human as ground truth

100 921 100 97.0
78.9
il 72.8 __ 75 -
L 64}:3 X
T 50 T 50
é § 37.0
25| ;.4 25| 206
0
random parzen greedy LIME random parzen greedy LIME

(a) Original Image (b) Explaining Electric guitar (c) Explaining Acoustic guitar ~ (d) Explaining Labrador

(a) Sparse LR (b) Decision Tree


https://dl.acm.org/doi/abs/10.1145/2939672.2939778

