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Recap
● Counterfactual Explanations

Grath et al, 2018

https://arxiv.org/pdf/1811.05245.pdf


Recap
● Counterfactual Fairness

Kusner et al, 2017

Real Examples
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Counterfactual Examples

https://papers.nips.cc/paper/6995-counterfactual-fairness.pdf


Recap
● Counterfactual Face Attribution
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Fair Causal Reasoning

Causal Graph

Observational Fairness Criteria

Causal Fairness Criteria

● Fairness Through 
Unawareness

● Demographic Parity
● Equalized Odds/Opp

● Counterfactual Fairness
● Observed Data
● Latent Data
● Relations Latent

Observed

Observed Data



Causal Graph
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latent observed

z~N(μ, Σ)



Why Do We Need Causal Fairness?
● Recover Latent Variables

Race

Red 
Car price

Aggresive

Kusner  et al, 2018

https://arxiv.org/pdf/1703.06856.pdf


Why Do We Need Causal Fairness?
● Recover Latent Variables

Kusner  et al, 2018
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https://arxiv.org/pdf/1703.06856.pdf


Why Do We Need Causal Fairness?

Inherent Biases
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● Dealing with Inherent bias
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Sampling Biases



Race

Arrests

Inherent bias

Socioeconomic 
Factors

Kusner  et al, 2018
region

● Latent Socioeconomic factors
○ More police resources in regions with low economic status
○ Results in more arrests

● Race groups live in certain regions due to socioeconomic status

https://arxiv.org/pdf/1703.06856.pdf


Race

Arrests

Inherent bias

Socioeconomic 
Factors

Region

● Observational Fairness Criteria Won't work
○ Dataset (observed variables) contains inherent selection biases
○ Concentration of police resources resulted in high arrests
○ Attributing regions (and eventual race) unfairly to arrests in the dataset

race 1 race 2

Observational 
Criteria

region 1           region 2
observed arrests

observed arrests

true crime rate

socioeconomic
factors

socioeconomic
factors

observed arrest rates race 1
race 2



Race

Arrests

Inherent bias

Socioeconomic 
Factors

Region

● Causal Fairness

A

X

U

Y

○ Intervene variables in a causal graph
○ Generating samples with races that live in neighborhood that have high police resources

race 1 race 2
region 1           region 2

observed arrests

observed arrests

true crime rate

region 1           region 2

counterfactual true crime rate

predictions

predictions



Intervention on Causal Graphs

Loftus et al, 2018

Causal Graph with A, Z, Y Intervene on A Intervene on Y

https://arxiv.org/pdf/1805.05859.pdf
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Counterfactual Fairness Revisited
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Real Examples Counterfactual Examples

Intervention on A← a Intervention on A←a'
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Counterfactual Fairness

Y
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X1 X2 X3

● Level 1
○ Build predictors using only the observable non-descendants of A

X1 X2 X3 A

Y

Fairness Through Unawareness
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Counterfactual Fairness
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● Level 2
○ Build Predictors using the parents of the observable variables

Y

U2
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U1

X1 X2 X3



Counterfactual Fairness

● Level 3
○ Build Predictors by adding independent error terms

A

Y

X1 X2 X3

ε1 ε2 ε3
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Law School Success Dataset
● Conducted by Law School Admission Council in US 

○ 21,790 law students 
○ Entrance exam scores (LSAT)
○ Grade-point average (GPA) collected prior to law school
○ Prediction Y = first year average grade (FYA)
○ Protected features = {Gender, Race}



Level 2 Counterfactual Fairness

● Build Predictors using the parents of the observable variables

Gaussian Dist.

Parameters Kusner et al, 2018

https://arxiv.org/pdf/1703.06856.pdf


Level 3 Counterfactual Fairness

● Build Predictors by adding independent error terms

Kusner et al, 2018

https://arxiv.org/pdf/1703.06856.pdf


Baselines

full - using all features
unaware - fairness through unawareness

Kusner et al, 2018

https://arxiv.org/pdf/1703.06856.pdf


Results

Level 2 Level 3Baseline Baseline

Kusner et al, 2018

https://arxiv.org/pdf/1703.06856.pdf
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Causal Graph
● Assess the fairness of the NYC arrest dataset

○ 38,609 records
○ White individuals (4492) 
○ Black Hispanic individuals (2414)

Kusner et al, 2018

https://arxiv.org/pdf/1703.06856.pdf


Assessment Results

White (4492) 
Black Hispanic (2414)

White (12.1%) 
Black Hispanic (19.8%)

Arrests decreases from 
5659 to 3722

Arrests increases from 
5659 to 6439

Kusner et al, 2018

https://arxiv.org/pdf/1703.06856.pdf
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Equalized Counterfactual Odds

Equality of Odds

Counterfactual Fairness

Equalized Counterfactual Odds



Healthcare Equality
● Protected Features A = {Gender} 
● Features X, vector representation of coded diagnoses, procedures, 

medication orders, lab results, and clinical notes
● Prediction Y, a binary indicator of the occurrence of a clinically relevant 

outcome



Training Objective
● σ - sigmoid function
● h - predictor
● J - cross entropy loss 

logits



Dataset Overview



Results



Results
● Difference in the counterfactual versus factual predicted probability
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Multiple Causal Graphs
● Whether a student can graduate on time

Russell et al, 2017

https://papers.nips.cc/paper/7220-when-worlds-collide-integrating-different-counterfactual-assumptions-in-fairness.pdf


Alternative Definitions of Counterfactual Fairness

Exact Formulation

ε - Approximate Formulation

(δ,  ε) - Approximate Formulation



 Multi-world Counterfactual Fairness

loss of the data
world j

counterfactual 
examples

ε - Approximate Counterfactual FairnessMonte-carlo Samples



Law Graduate School

L3 Method L2 Method
Russell et al, 2017

https://papers.nips.cc/paper/7220-when-worlds-collide-integrating-different-counterfactual-assumptions-in-fairness


Results

Russell et al, 2017

https://papers.nips.cc/paper/7220-when-worlds-collide-integrating-different-counterfactual-assumptions-in-fairness


COMPAS

Russell et al, 2017

https://papers.nips.cc/paper/7220-when-worlds-collide-integrating-different-counterfactual-assumptions-in-fairness


Results

Russell et al, 2017

https://papers.nips.cc/paper/7220-when-worlds-collide-integrating-different-counterfactual-assumptions-in-fairness


Reading Assignments
● Wu, Yongkai, Lu Zhang, Xintao Wu, and Hanghang Tong. PC-Fairness: A 

Unified Framework for Measuring Causality-based Fairness, NeurIPS 2019
● Chiappa, Silvia. Path-specific counterfactual fairness, AAAI 2019
● Balcan, Maria-Florina F., Travis Dick, Ritesh Noothigattu, and Ariel D. 

Procaccia. Envy-free classification, NeurIPS 2019
● Qureshi, Bilal, Faisal Kamiran, Asim Karim, Salvatore Ruggieri, and Dino 

Pedreschi. Causal inference for social discrimination reasoning, Journal of 
Intelligent Information Systems 2019

● Zhang, Junzhe, and Elias Bareinboim. Equality of opportunity in classification: 
A causal approach, NeurIPS 2018


