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Goodfellow et al, 2015

Untargeted Attack

https://arxiv.org/pdf/1412.6572.pdf
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Younis et al, 2019

Targeted Attack

https://www.acns19.com/wp-content/uploads/2019/05/SiMLA19-2.pdf
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Adversarial Training

Goodfellow et al, 2014

 Natural Samples Adversarial SamplesLoss Function

Natural Samples Adversarial Samples

+

https://arxiv.org/abs/1412.6572


Adversarial Training

Madry et al, 2017

Natural Samples Natural Samples with L∞ 
Perturbation Space

Adversarial Training

https://arxiv.org/pdf/1706.06083.pdf


Results on FGSM
● Accuracy on Adversarial Examples

Kurakin et al, 2017

FGSM

Dataset: ImageNet

https://arxiv.org/pdf/1611.01236.pdf


Results on FGSM
● Adversarial Accuracy / Clean Image Accuracy

○ Ratio -> 1 successful adversarial attack
○ Ratio -> 0 successful adversarial defense

fast - FGSM
basic iter. - iterative untargeted FGSM Kurakin et al, 2017

https://arxiv.org/pdf/1611.01236.pdf


Flexibility

● Plug-in any attack techniques

● Examples
○ FGSM
○ Projected Gradient Descent (PGD) (Madry 

et al, 2017)

https://arxiv.org/pdf/1706.06083.pdf
https://arxiv.org/pdf/1706.06083.pdf


Computational Costs

● Costs Associated with Generating Adversarial Samples
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Input Transformations

Guo et al, 2018

Natural Sample

Adversarial Sample

Input Transformation

label

https://arxiv.org/pdf/1711.00117.pdf


Input Transformations

● Goal: Disrupt Adversarial Perturbations

● Image cropping/re-scaling
● Bit-depth reduction

Guo et al, 2018

https://arxiv.org/pdf/1711.00117.pdf


Input Transformations

● Goal: Disrupt Adversarial Perturbations

● Image cropping/re-scaling
● Bit-depth reduction

● JPEG compression
● Total variation minimization
● Image quilting

Guo et al, 2018

https://arxiv.org/pdf/1711.00117.pdf


Total Variation Minimization
● Generate a denoised image z by minimizing TV

Rudin et al, 1992

Original Image Noisy Image Denoised Image minimizing TV 

Transformed Image row variance column variance

https://www-pequan.lip6.fr/~bereziat/cours/master/vision/papers/rudin92.pdf


Image Quilting
● Synthesizes images by piecing together small patches taken from a database 

of image patches
● Database contains only clean images

Efros et al, 2001

https://s3.amazonaws.com/academia.edu.documents/32534588/image_quilting_2.pdf?response-content-disposition=inline%3B%20filename%3DImage_Quilting_for_Texture_Synthesis_and.pdf&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Credential=ASIATUSBJ6BALVLOSC6Z%2F20200519%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Date=20200519T033832Z&X-Amz-Expires=3600&X-Amz-SignedHeaders=host&X-Amz-Security-Token=IQoJb3JpZ2luX2VjEJj%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEaCXVzLWVhc3QtMSJHMEUCIQCN1SpdptRr0IJ3rah89GvmMENmCFeZSgo9R6YvplCSHgIgBLn2xE9pBqIpIBDSMAihEwCZeO9%2BacYjQc6Ck6HdjLgqvQMI4f%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FARAAGgwyNTAzMTg4MTEyMDAiDPdcP6SuYgyIUmBtRCqRAwoKORBx45Zk2VCJqFRxppGFmxe2cqZCxFPkYaZ36lBGEl%2Bjbly0SSk6r%2Fhd4R6Bojw7qsfT96oCWfb03Dg6NLGl0sTam%2BicsuNqC3dgYOatgUTOsE8wOXv%2F9KdeB4MlpOWOpV8LFZv0mdPE7EjLkMXlSrzYvlldh8KgjSYzD30%2F%2B0kqqV44ps23vLtA5Q8Hc%2B22wenKbhrXdZUGs9XmVYzPonfTXiIy8I2Ai0GLKxolZ82HsDHU%2Fpw%2FzIXxI4Zh3Ay2%2BqwYxY%2B6hm1YyW5JV3cW%2Ft3POvTrzgqA%2B%2FEfWeZgdyikvIPfQT3gVGGSBynOg62IFKeBJIkvpwYd3rhZ6%2FYchQOCJ%2BVZqrdpAIu7a10nQK9FyI3BDH04JBxFZIstIY8Dzco4%2FwRooBe4OXNOeJOqCZo5MQVbqv17BylcHIYe8Ue%2FU%2FYEf9cK%2FL3vWSqWPFcGZ9XFKB590WR6nWRPsqysp4bRUK%2B1LxD7q1O%2F3Tm7uwvsn5Jn1EAjwEb1fjhXABG%2FAGltn9bObOQcNRIU%2FgNVMOS9jPYFOusBQTJdIVDflhh4rgmlA5GPv%2Bw7qo53cDo16VwNboszFyFGCofxr4oNBb%2F6p6i5SyJXvF6WfM0OHB%2B52L2SGHtizqV2CBsp2kVuu6JWzlTYMUosDpdi2y84sJuzMyhIL%2FKTuILZI%2FykdVzkfpdpqePTUMXNQUAOQBozXK1bJsDDjHMbtw11cYQ1dwrtydkbBBJXkgC%2FqJxjFnxoZ6q9CJYCc1x6S9WZJwhH3zghMqXunPbxTT8OrNorwxrskTpMyvC8iMuShBTZ4GE05QICAWZbUiTj0z5V9Om0chjPYCjzKuq08EeT2VHcHqeInw%3D%3D&X-Amz-Signature=f386403889ed0f6443a9f38dff063c6bc996b6053ccea02f0d3599fae4e2ad97


Input Transformation Defense

Guo et al, 2018

Setting a, clean training Setting b, training with transformations

https://arxiv.org/pdf/1711.00117.pdf


Results with Clean Image Training

Guo et al, 2018

ResNet on ImageNet

Te
st

 A
cc

ur
ac

y

Adversarial Strength

https://arxiv.org/pdf/1711.00117.pdf


Gradient Shattering

● Input Transformations belongs to a family of defense methods 
that causes Gradient Shattering

● Can we design specialized attacks that target input transformations?
○ We show previously the results using FGSM and C&W

Train our own adversary that targets input transformations?
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Dropout

● Dropout randomly turns off activations by a fixed probability r
● Originally introduced to prevent overfitting



Stochastic Activation Pruning (SAP)

Dhillon et al, 2018

● Stochastic Activation Pruning turns off activations based on a learned 
probability

● Draw with replacement for each activation 

probability of turning on 
the jth activation on the ith layer

embeddings of 
the jth activation on the kth layer

https://arxiv.org/abs/1803.01442


Defense Results

Dhillon et al, 2018

SAP % - the percentages of samples drawn for each layer
λ - perturbation strength

Random Attack FGSM Attack

https://arxiv.org/abs/1803.01442


Summary of Defense Strategies

Defense Methods General Idea

Adversarial Training

Input Transformation

Stochastic Gradients

Mixing adversarial samples with natural samples during training

Adding transformation to make defense non-differentiable 

Causing gradients to be randomized
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Obfuscated Gradients

● A defense method is said to achieve Obfuscated Gradients if 
○ It prevents the attack methods from utilizing useful gradient information

● Stochastic Gradients
○ Present a defense method that is randomized, causing single samples to incorrectly 

estimate the true gradients.
○ e.g., Stochastic Activation Pruning

● Shattered Gradients
○ Present a defense method that is non-differentiable or numerically unstable
○ e.g., Input Transformations

Athalye et al, 2018

https://arxiv.org/pdf/1802.00420.pdf


Backward Pass Differentiable Approximation (BPDA)

x g(x)

x

g(x)  ~ x
Causes Shattered Gradients

● Bypass Shattered Gradients by its differnetable approximations.

Athalye et al, 2018

https://arxiv.org/pdf/1802.00420.pdf


BPDA In Neural Networks

Athalye et al, 2018

x g(x)

x

forward pass, using 
∇xf(x)

backward pass, using ∇xf(g(x))

https://arxiv.org/pdf/1802.00420.pdf


Handling Stochastic Gradients

● Applying the expectations of multiple Stochastic Gradients 



Results

Athalye et al, 2018

Defense Dataset Distance Accuracy on 
Adversarial 

Samples

Adversarial Training
(Madry et al, 2018)

CIFAR 0.031(l∞) 47%

Input Transformations
(Guo et al, 2018)

ImageNet 0.005(l2) 0%

Stochastic Gradients
(Dhillon et al, 2018)

CIFAR 0.031 (l∞) 0%

https://arxiv.org/pdf/1802.00420.pdf
https://arxiv.org/pdf/1706.06083.pdf
https://arxiv.org/abs/1711.00117
https://arxiv.org/pdf/1803.01442.pdf


But Why is Adversarial Training More Robust?
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Robust Optimization

Shaham et al, 2016

● Train a robust model 
○ In the neighborhood of x
○ Under the worst case scenario in terms of the loss function

uncertainty sets loss function

https://arxiv.org/pdf/1511.05432.pdf


Linear Regression As A Robust Optimization

● We can write Linear Regression in the form of Robust Optimization

Shaham et al, 2016Robust Optimization 

https://arxiv.org/pdf/1511.05432.pdf


Adversarial Training As A Robust Optimization

Shaham et al, 2016

● We can also write Adversarial Training in the form of Robust 
Optimization

https://arxiv.org/pdf/1511.05432.pdf
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Certified Defense

Raghunathan et al, 2018

● Guarantee the performance against Adversarial Attack

● Guaranteed for a family of networks

Two-layer Neural Network

https://arxiv.org/pdf/1801.09344.pdf


Bounded Performance

incorrect class correct class

Error Margin

Error of any attack Error of optimal attack Bounds Computationally 
Feasible Bounds



Bounded Performance

incorrect class correct class

Error Margin

solution to semidefinite program Upper Bound 
(SDP)



Training Certified Defense

parameters to the 
two-layer neural network

loss function hyper-parameter Defense Certification



Results

Raghunathan et al, 2018
PGD - lower bound
SDP - upper bound

PGD lower bound

AT-NN - Adversarial training using  PGD (Madry et al, 2018)
SDP-NN - Proposed training objective
Spe-NN - Spectral norm regularization i.e., λ(||W||2 + ||v||2)
Fro-NN - Frobenius norm regularization i.e., λ(||W||F + ||v||2)

SDP lower bound

bounds networks

https://arxiv.org/pdf/1801.09344.pdf
https://arxiv.org/pdf/1706.06083.pdf


Results

SDP-NN - Proposed training objective
PGD - upper bound
SDP - lower bound
ε = 0.1

● No attack that perturbs each pixel by at most  = 0.1 can cause more 
than 35% test error.



Summary

● Robustness of ML Models
○ Preventing models from being abused by malicious attack

● Adversarial Attack
○ Confuses models by manipulating input data
○ Evasion attack
○ Poisoning attack
○ Exploratory attack

● Attack Strategies
○ FGSM - white-box
○ C&W -white-box
○ Jacobian-based Data Augmentation - black-box



Summary

● Adversarial Defense
○ Equip models with the ability to defend adversarial attacks

● Defense Strategies
○ Adversarial Training

■ Robust Optimization
○ Gradient Shattering
○ Stochastic Gradients

● BPDA
○ Attack all defense models utilizing Obfuscated Gradients

● Certified Defense
○ Provable performance for certain types of networks
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