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Robustness of ML Models

e Optical illusions trick human brains
e Can ML models be tricked?
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Adversarial Samples

+ -
Natural Sample Perturbations Adversarial Sample
o
pig
. airliner

Adversarial Sample




Driverless Car

Sitawarin et al, 2018
classified as:  Stop Speed Limit (30 mph)

- i
l,.,

Evkholt et al, 2018

classified as: Speed Limit (45 mph)


https://arxiv.org/pdf/1802.06430.pdf
https://arxiv.org/pdf/1707.08945.pdf

Facial Recognition

Dabouei et al, 2018



https://arxiv.org/pdf/1809.08999.pdf

Al Chatbots

Input

Adv agent  1xbook value 0 1xhat value 1 3xball value 3
RL agent 1xbook value 1 1xhat value 0 3xball value 3
Adv agent 1 would like the balls and the hat

RL agent i need the balls and the book

Adv agent i need the balls and fine book

RL agent  (selection)

Output Reward
Adv agent 1xhat 1xbook 3xball 10/10
RL agent 0/10

Cheng et al, 2019



https://www.aclweb.org/anthology/N19-1336.pdf

Spam Detections




Malware Detection

e Mislead 60% to 80% of the
malicious application samples

Grosse et al, 2016

Newly discovered 42 malicious apps on Google Play store Rohit KVN, 2019



https://www.deccanherald.com/specials/google-drops-42-malicious-android-apps-from-play-store-771578.html
https://arxiv.org/pdf/1606.04435.pdf

Speech Recognition

"it was the
best of times,
it was the
worst of times"

x 0.001

"it is a truth
universally
acknowledged
that a single"

Carlini et al, 2018



https://arxiv.org/pdf/1801.01944.pdf

Universal Adversarial Patch

Thys et al, 2019

https://www.youtube.com/watch?v=MIbFvK2S9g8



https://arxiv.org/pdf/1904.08653.pdf
https://www.youtube.com/watch?v=MIbFvK2S9g8

Types of Adversarial Attack

e Data Poisoning Attack
o Insert poisonous samples during training

Training




Types of Adversarial Attack

e Evasion Attack
o Generate malicious samples to fool ML models




Types of Adversarial Attack

e Exploratory Attack

o Reverse engineer user data from a trained model




Types of Adversarial Attack

Attack Phase Goal
Evasion Testing Compromise Model
Performance
Data Poisoning Training Compromise Model
Performance
Exploratory Testing Explore Model Characteristics

Reconstruct User Data
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Training ML Models

Z J(.’L‘, ytrue)
z,y

0'=0-V9> J(T, Yirue)
z’y



Fast Gradient Sign Method (FGSM)

" X, L]t !
FGSM

xoedv _ x 1 esign(VXJ(Xa ytrue))
SGD

Goodfellow et al, 2015

0 =0— VG Z J(xaytrue)
z,yY


https://arxiv.org/pdf/1412.6572.pdf

Untargeted Adversarial Examples

xr

“panda”
57.7% confidence

+.007 x

. x +
Slgn(vw J(ea €, y)) esign(VmJ(9> €T, y))
“nematode” “gibbon”

8.2% confidence 99.3 % confidence

Goodfellow et al, 2015



https://arxiv.org/pdf/1412.6572.pdf

Targeted FGSM

\
J(ZU, Y1 )\\/ J(x, ZUZv/ J(CE, ytargev
X X X

Targeted FGSM

Ytrue Ytarget Xadv — X — € Slgn(VXJ(X7 yta’r'get))
p Untargeted FGSM
X" =X + esign(VxJ (X, Ytrue))  xurakin et al 2016
o L Bl=

SGD 0/ ZQ_VQZJ(x7ytrue)

T,y


https://arxiv.org/abs/1611.01236

Targeted Adversarial Examples

“Polar Bear”

".'

‘ 8
Target labely, . ] !

)

+ €

“qri ” “Polar Bear”
g”zz’y Tiny adversarial

85.8% confidence perturbation 99.9% confidence

Younis et al, 2019



https://www.acns19.com/wp-content/uploads/2019/05/SiMLA19-2.pdf

Basic lterative Methods

e Untargeted Attack
Xod = Clipy E{X“d” + asign(Vx J (X, ytm))}

e Targeted Attack
X]‘{,dfl = Clipx . {X“d” — asign (VXJ(XadU,ytarget )) }




Error Rate and Perturbation Tolerance
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fast - FGSM
basic iter. - iterative untargeted FGSM
iter 1.1 - iteration using least likely target ¥z = argmin, {p(y | X)} Kurakin et al, 2016



https://arxiv.org/abs/1611.01236

Model Capacity and Attacks
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One-step Targeted lterative Method

p - the factor in the number for InceptionNet

1 - unchanged .
0.5 - keep half of the filters Kurakin et al, 2016



https://arxiv.org/abs/1611.01236
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C&W Attack

e C&W attack
o perturb the sample in the direction of the target class
o minimizes the distance from the original sample x

minimize D(x,z + J)
such that C(z + ) =t

z+6€0,1]"
D - dist fi ti
O ol neen Targeted FGSM
- original natural | d )
3. porubatons T X = X — esign(VxJ(X, Ytarget)) Carlini et al. 2017

t - target class


https://arxiv.org/pdf/1608.04644.pdf

C&W Attack

minimize D(z,z + 0)
such that C(z +0) =t
x+46€0,1]"

minimize D(z,z+6) +c- f(x +9)
such that = + 6 € [0, 1]"

Clzx+0)=t <:> Flx+6)<0

Carlini et al, 2016



https://arxiv.org/abs/1608.04644

C&W Attack

minimize D(z,z+6) +c- f(x +9)
such that = + 6 € [0, 1]"

Clz+06)=t <:> Flz+68)<0

fi(@') = —lossp+(z') + 1

fa(az') = ( ax(F(a'):) — F(a")e) "
fa(z) = softplus(max( (z');) — F(z')s) — log(2)
fa(@') = (0.5 = F(a),)*

fs(z') = —log(2F(z'); — 2)
fo(z") :( ax(Z (z');) — Z(2")e)*
fr(2) = softplus(mg((Z(a:’)i) — Z(x'):) —log(2)

Carlini et al, 2016



https://arxiv.org/abs/1608.04644

Comparisons of F

fi(@") = —losspi(z’) + 1
Fala') = (max(F (2'):) = F(z")e)*
fg(:c)zsoftplus(max( (z')i) — F(z')s) — log(2)
fa(z') = (0.5 — F(ac))+
fs(@') = —log(2F (a); — 2)
fola') = (max(Z(z i) = Z(z')e)*
Fola') = oftplus(maxw(m 2(a');) — log(2)
Best Case Average Case Worst Case
Change of Clipped Projected Change of Clipped Projected Change of Clipped Projected
Variable Descent Descent Variable Descent Descent Variable Descent Descent
mean prob mean prob mean prob || mean prob mean prob mean prob || mean prob mean prob mean prob
Ji 246 100% 293 100% 231 100% 435 100% 521 100% 4.11 100% 776 100% 9.48 100% 7.37 100%
f2 455 80% 397 8% 349 83% 322 44% 899 63% 15.06 74% 293 18% 1022 40% 18.90 53%
f3 454 T1% 407 81% 376 82% 347 4% 955 63% 15.84 74% 309 17% 1191 41% 24.01 59%
fa 501 86% 6.52 100% 7.53 100% 403 5% 749 T1% 160 71% 355 24% 425 35% 4.10 35%
fs 197 100% 220 100% 1.94 100% 358 100% 420 100% 3.47 100% 642 100% 7.86 100% 6.12 100%
fe 1.94 100% 2.18 100% 1.95 100% 347 100% 4.11 100% 3.41 100% 6.03 100% 7.50 100% 5.89 100%
fr 1.96 100% 221 100% 1.94 100% 353 100% 4.14 100% 3.43 100% 620 100% 7.57 100% 5.94 100%

Carlini et al, 2016



https://arxiv.org/abs/1608.04644

C&W L_ Attack
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IY 4 ey
1 1
PN B Y
2B
S e
a i L " 1 -1 1
s SR e E ¢ X X
\\
N
|
L 4 L |
(@) (b)

(©)
~ n
el =3 bl Il = T Il = max b
=
FGSM

Xodv — X 4 esign(VXJ(Xaytrue)) Carlini et al, 2016



https://arxiv.org/abs/1608.04644

Results

Best Case Average Case Worst Case
MNIST CIFAR MNIST CIFAR MNIST CIFAR
mean prob  mean prob || mean prob  mean prob || mean prob  mean prob
Our Lo 0.13 100% 0.0092 100% 0.16 100% 0.013 100% 0.23 100% 0.019 100%
Fast Gradient Sign 0.22 100% 0.015 99% 0.26 42% 0.029 51% — 0% 0.34 1%
Tterative Gradient Sign 0.14 100% 0.0078 100% 0.19 100% 0.014 100% 0.26  100% 0.023 100%

Best Case - select the least difficult class to attack among the incorrect ones

Average Case- select the target class randomly among the incorrect ones

Worst Case - select the most difficult class to attack among the incorrect ones

Carlini et al, 2016



https://arxiv.org/abs/1608.04644
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Physical Objects

e https://voutu.be/zQ uMenoBCk

Image from dataset Clean image Adv. image, € = 4 Adv. image, € = 8

Kurakin et al, 2017



https://youtu.be/zQ_uMenoBCk
https://arxiv.org/pdf/1607.02533.pdf

Evasion Attacks on Physical

Photo of printout Cropped image
Kurakin et al, 2017



https://arxiv.org/pdf/1607.02533.pdf

Comparisons

Photos Source images

Adversarial Clean images Adyv. images Clean images Adv. images

method top-1 | top-5 | top-1 | top-5 top-1 | top-5 | top-1 | top-5
fast e = 16 79.8% | 91.9% | 36.4% | 67.7% || 85.3% | 94.1% | 36.3% | 58.8%
faste = 8 70.6% | 93.1% | 49.0% | 73.5% || 77.5% | 97.1% | 30.4% | 57.8%
faste = 4 72.5% | 90.2% | 52.9% | 79.4% || 77.5% | 94.1% | 33.3% | 51.0%
faste = 2 65.7% | 85.9% | 54.5% | 78.8% || 71.6% | 93.1% | 35.3% | 53.9%
iter. basice = 16 || 72.9% | 89.6% | 49.0% | 75.0% || 81.4% | 95.1% | 28.4% | 31.4%
iter. basic € = 8 72.5% | 93.1% | 51.0% | 87.3% || 73.5% | 93.1% | 26.5% | 31.4%
iter. basic e = 4 63.7% | 87.3% | 48.0% | 80.4% || 74.5% | 92.2% | 12.7% | 24.5%
iter. basic € = 2 70.7% | 87.9% | 62.6% | 86.9% | 74.5% | 96.1% | 28.4% | 41.2%
L1 class e = 16 71.1% | 90.0% | 60.0% | 83.3% || 79.4% | 96.1% | 1.0% | 1.0%
Ll classe =8 76.5% | 94.1% | 69.6% | 92.2% | 78.4% | 98.0% | 0.0% | 6.9%
Ll classe =4 76.8% | 86.9% | 75.8% | 85.9% || 80.4% | 90.2% | 9.8% | 24.5%
L1 class € = 2 71.6% | 87.3% | 68.6% | 89.2% | 75.5% | 92.2% | 20.6% | 44.1%

fast - FGSM
iter. basic - iterative FGSM

I - iterative FGSM with least likely target yrp = argmin,, {p(y | X)}

Kurakin et al, 2017



https://arxiv.org/pdf/1607.02533.pdf

Comparisons (Filtered)

fast - FGSM

Photos Source images
Adversarial Clean images Adyv. images Clean images Adyv. images
method top-1 top-5 top-1 | top-5 top-1 top-5 | top-1 | top-5
faste = 16 81.8% | 97.0% | 5.1% | 39.4% || 100.0% | 100.0% | 0.0% | 0.0%
faste =8 77.1% | 95.8% | 14.6% | 70.8% || 100.0% | 100.0% | 0.0% | 0.0%
faste =4 81.4% | 100.0% | 32.4% | 91.2% || 100.0% | 100.0% | 0.0% | 0.0%
faste = 2 88.9% | 99.0% | 49.5% | 91.9% || 100.0% | 100.0% | 0.0% | 0.0%
iter. basice = 16 || 93.3% | 97.8% | 60.0% | 87.8% || 100.0% | 100.0% | 0.0% | 0.0%
iter. basic e = 8 89.2% | 98.0% | 64.7% | 91.2% || 100.0% | 100.0% | 0.0% | 0.0%
iter. basice =4 922% | 97.1% | 77.5% | 94.1% || 100.0% | 100.0% | 0.0% | 0.0%
iter. basic € = 2 939% | 97.0% | 80.8% | 97.0% || 100.0% | 100.0% | 0.0% | 1.0%
Ll class e = 16 95.8% | 100.0% | 87.5% | 97.9% || 100.0% | 100.0% | 0.0% | 0.0%
Ll classe = 8 96.0% | 100.0% | 88.9% | 97.0% || 100.0% | 100.0% | 0.0% | 0.0%
Ll classe =4 93.9% | 100.0% | 91.9% | 98.0% || 100.0% | 100.0% | 0.0% | 0.0%
Ll class e = 2 92.2% | 99.0% | 93.1% | 98.0% | 100.0% | 100.0% | 0.0% | 0.0%

iter. basic - iterative FGSM
LI. - iterative FGSM with least likely target yLz = argmin, {p(y | X)}

Kurakin et al, 2017



https://arxiv.org/pdf/1607.02533.pdf
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Transferability of Attack

Network 1 Network 2

Transfer




Transferability of Attack

FGSM basic iter. iter L.L
source target model target model target model
model A B C D|A B C D| A B C D
topl | A(v3) 100 56 58 47 |100 46 45 33 100 13 13 9
B (v3) 58 100 59 51 | 41 100 40 30 | 15 100 13 10
C(3ELU) | 56 58 100 52 | 44 44 100 32 | 12 11 100 9
D (v4) 50 54 52 10035 39 37 100 12 13 13 100
top5 | A(v3) 100 50 50 36 (100 15 17 11 |100 8 7 5
B (v3) 51 100 50 37 |16 100 14 10 | 7 100 5 4
C(3ELU) | 44 45 100 37 | 16 18 100 13 | 6 6 100 4
D (v4) 42 38 46 100 11 15 15 100| 6 6 6 100

A - Inception v3

B - Inception v3 with different initialization
C - Inception v3 with ELU activation

D - Inception v4

iter. basic - iterative FGSM

itera I.l. - iterative FGSM with least likelgurakin et al, 2017

target



https://arxiv.org/pdf/1611.01236.pdf

Transferability of Attack
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https://arxiv.org/pdf/1611.01236.pdf
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White-box and Black-box Attack

White-box Setting X

gradients

Black-box Setting X

-adients



Substitute Model for Black-box Adversarial Attack

Black-box Model

Substitute Model

prediction
Adversarial |—_‘=| ¥

Samples |__'=| Data | X
Augmentation Papernot et al 2016



https://arxiv.org/abs/1602.02697

Data Augmentation for the Substitute Model

e Data annotation using the black-box Black-box Model
model is expensive

e It's difficult to find a good dataset x
to probe the performance of the
black-box model

Ansive

prediction
y

‘ decision boundary



Jacobian-based Data Augmentation

e Start with an initial dataset S, = {x}
e Expand it in the direction of the model prediction y. for each x

Spr1 ={Z+ X -sgn(Jr[O@)])): £ € S, US,

prediction of
the black-box

model f: R"—RM
f: R">R
A o1, -
0x1 0x, o A%,
of of of
of of  of ] Oh O
rad = = | 9x 0x) 0x,
grad, (f) laxl ox, " o, . Jac, (f) . . .
of,, of of
o, oxx T ox, Ay




Jacobian-based Data Augmentation

e Start with an initial dataset S, = {x}
e Expand it in the direction of the model prediction y. for each x

Spr1 ={Z+ X -sgn(Jr[O@)])): £ € S, US,

prediction of
the black-box

model f: RP—RM
Con on o, -
0x; 0x, o A%,
. . o o o7,
i, 1..n i,1..m Jacx(f) —| 9x; 0x; e 0x;
0fw  Ofn -
| 0x; 0%, t ox, Mlx




Jacobian-based Data Augmentation

7 =&+ X\ sgn(Jr [é(f)])

Con on o
0x1 0x> 0x,,

Jac, ( f) — | 9x; 0x e 0x, 2
0w Ofm 0f m

| oy o 7 ox, dlx N

y= O() O@) ="1"



Substitute Model for Black-box Adversarial Attack

Black-box Model

Substitute Model

prediction
Adversarial |—_‘=| ¥

Samples |—_‘=| Data «

Augmentation

Papernot et al 2016



https://arxiv.org/abs/1602.02697

Results on Attacking Amazon and Google Services

Amazon Google
Epochs | Queries || DNN LR DNN LR
p=3 800 87.44 | 96.19 | 84.50 | 88.94
p=20 6,400 96.78 | 96.43 | 97.17 | 92.05
p=06" 2,000 95.68 | 95.83 | 91.57 | 97.72

DNN - Deep Neural Networks
LG - Logistic Regression
* - reservoir sampling

Z+ X -sgn(Jr[O(@)))

Ap=A- (_1)L‘$J
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e Sitawarin, Chawin, Arjun Nitin Bhagoji, Arsalan Mosenia, Mung Chiang, and
Prateek Mittal. Darts: Deceiving autonomous cars with toxic signs. arXiv 2018

e llyas, Andrew, Shibani Santurkar, Dimitris Tsipras, Logan Engstrom, Brandon Tran,
and Aleksander Madry. Adversarial examples are not bugs, they are features,
NeurlPS 2019

e Athalye, Anish, Logan Engstrom, Andrew llyas, and Kevin Kwok. Synthesizing
robust adversarial examples, ICML 2018

e Moosavi-Dezfooli, Seyed-Mohsen, Alhussein Fawzi, Omar Fawzi, and Pascal
Frossard. Universal adversarial perturbations, CVPR 2017

e Moosavi-Dezfooli, Seyed-Mohsen, Alhussein Fawzi, and Pascal Frossard.
Deepfool: a simple and accurate method to fool deep neural networks, CVPR
2016



