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ABSTRACT 
Using gaze information as a form of input poses challenges 
based on the nature of eye movements and how we humans 
use our eyes in conjunction with other motor actions. In 
this paper, we present three techniques for improving the 
feasibility of using gaze as a form of input. We first present 
a saccade detection and smoothing algorithm that works on 
real-time streaming gaze information. We then present a 
study which explores some of the timing issues of using 
gaze in conjunction with a trigger (key press or other motor 
action) and propose a solution for resolving these issues. 
Finally, we present the concept of Focus Points, which 
makes it easier for users to focus their gaze when using 
gaze-based interaction techniques. Though these techniques 
were developed for improving the performance of gaze-
based pointing, their use is applicable in general to using 
gaze as a practical form of input. 
ACM Classification: H5.2 [Information interfaces and 
presentation]: User Interfaces. – Input devices and strate-
gies. 
General terms: Human Factors, Algorithms, Performance, 
Design 
Keywords: Eye Tracking, Gaze Input, Gaze-enhanced User 
Interface Design, GUIDe, Fixation Smoothing, Eye-hand 
coordination, Focus Points.  
INTRODUCTION 
The eyes are a rich source of information for gathering con-
text in our everyday lives. A user’s gaze is postulated to be 
the best proxy for attention or intention [14]. Using eye-
gaze information as a form of input can enable a computer 
system to gain more contextual information about the us-
er’s task, which in turn can be leveraged to design interfac-
es which are more intuitive and intelligent. Our research 
explores the use of gaze information as a practical form of 
input by augmenting rather than replacing existing interac-
tion techniques. We have developed gaze-enhanced interac-
tion techniques for pointing and selection [5], scrolling [6], 
password entry [4] and other everyday computing tasks. 

In implementing EyePoint [5], we found that while the 
speed of a the gaze-based pointing technique was compara-
ble to the mouse, the error rates were significantly higher. 
To address this problem we conducted a series of studies to 
better understand the source of these errors and identify 
ways to improve the accuracy of gaze-based pointing.  
In this paper we present the three most important methods 
for improving the accuracy and user experience of gaze-
based pointing: an algorithm for real-time saccade detec-
tion and fixation smoothing, an algorithm for improving 
eye-hand coordination and the use of focus points. These 
methods boost the basic performance for using gaze infor-
mation in interactive applications and in our application 
made the difference between prohibitively high error rates 
and practical usefulness of gaze-based interaction. 
SACCADE DETECTION AND FIXATION SMOOTHING 
The challenge: Gaze data is noisy 
Basic eye movements can be broken down into two types: 
fixations and saccades. A fixation occurs when the gaze 
rests steadily on a single point. A saccade is a fast move-
ment of the eye between two fixations. However, even fixa-
tions are not stable and the eye jitters during fixations due 
to drift, tremor and involuntary micro-saccades [13]. This 
gaze jitter, together with the limited accuracy of eye track-
ers, results in a noisy gaze signal. 
The prior work on algorithms for identifying fixations and 
saccades [9-11, 13] has dealt mainly with  post-processing 
previously captured gaze information. For using gaze in-
formation as a form of input, it is necessary to analyze eye-
movement data in real-time.  
Saccade Detection and Fixation Smoothing 
To smooth the data from the eye tracker in real-time, it is 
necessary to determine whether the most recent data point 
is the beginning of a saccade, a continuation of the current 
fixation or an outlier relative to the current fixation. We use 
a gaze movement threshold, in which two gaze points sepa-
rated by a Euclidean distance of more than a given saccade 
threshold are labeled as a saccade. This is similar to the 
velocity threshold technique described in [11], with two 
modifications to make it more robust to noise. First, we 
measure the displacement of each eye movement relative to 
the current estimate of the fixation location rather than to 
the previous measurement. Second, we look ahead one 
measurement and reject movements over the saccade thre-
shold, which immediately return to the current fixation. 
This prevents single outliers of the current fixation from 
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