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Announcements
� Idea brainstorm feedback — tomorrow night
� We’ll identify your four best ideas and focus grading on those

� Abstract v1 due Friday — pick a project!
� If group_size != 3, please chat with Rob after class
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Announcements
� Michael @ Yom Kippur + UIST starting Wednesday
� So, no office hours this week or next
� But not out of email contact! Please make liberal use of 

cs376@cs.stanford.edu to get feedback.
� Upcoming:
� Wendy Ju, human-robot interaction
� Rob Semmens, research methods
� Jeff Hancock, computational social science
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The Mutual Knowledge Problem and Its 
Consequences for Dispersed Collaboration 

Catherine Durnell Cramton 
School of Management, George Mason University, Mail Stop SF5, Fairfax, Virginia 22030-4444 

ccramton @som.gmu.edu 

Abstract 
This paper proposes that maintaining "mutual knowledge" is a 
central problem of geographically dispersed collaboration and 
traces the consequences of failure to do so. It presents a model 
of these processes which is grounded in study of thirteen geo- 
graphically dispersed teams. Five types of problems constitut- 
ing failures of mutual knowledge are identified: failure to com- 
municate and retain contextual information, unevenly distributed 
information, difficulty communicating and understanding the 
salience of information, differences in speed of access to infor- 
mation, and difficulty interpreting the meaning of silence. The 
frequency of occurrence and severity of each problem in the 
teams are analyzed. Attribution theory, the concept of cognitive 
load, and feedback dynamics are harnessed to explain how dis- 
persed partners are likely to interpret failures of mutual knowl- 
edge and the consequences of these interpretations for the integrity 
of the effort. In particular, it is suggested that unrecognized 
differences in the situations, contexts, and constraints of dis- 
persed collaborators constitute "hidden profiles" that can in- 
crease the likelihood of dispositional rather than situational 
attribution, with consequences for cohesion and learning. Mod- 
erators and accelerators of these dynamics are identified, and 
implications for both dispersed and collocated collaboration are 
discussed. 
(Dispersed Collaboration; Dispersed Teams; Distributed Work; Virtual 
Teams; Mutual Knowledge; Information Exchange; Information Sharing; 
Shared Understanding; Attribution; Proximity; Conmputer-Mediated Conm- 
munication; Systems Dyn1amics; Cognitive Load) 

The organization of group work and the means of com- 
munication to support it are changing. Developments in 
communication and collaborative technologies have 
made it feasible for groups to work together despite 
physical dispersion of members. Organizations have been 
quick to experiment with geographically dispersed work 
teams to take advantage of interorganizational and inter- 
national opportunities and maximize the use of scarce re- 
sources. This is likely to be an increasingly prevalent and 
important form of work in the years ahead (Arthur and 

Rousseau 1996, Boudreau et al. 1998, DeSanctis and 
Poole 1997, Handy 1995, Kemske 1998, O'Hara- 
Devereaux and Johansen 1994, Townsend et al. 1998). 

Geographically dispersed teams are groups of people 
with a common purpose who carry out interdependent 
tasks across locations and time, using technology to com- 
municate much more than they use face-to-face meetings 
(adapted from Lipnack and Stamps 1997, and Maznevski 
and Chudoba 2000). The use of such teams has outpaced 
our understanding of their dynamics, and inexplicable 
problems have been noted. In a field description of dis- 
persed collaboration, Armstrong and Cole (1995, p. 187) 
observe these puzzles: "A decision made in one country 
elicits an unexpected reaction from team members in an- 
other country . . . Conflicts escalate strangely between 
distributed groups, resisting reason. Group members at 
sites separated by even a few kilometers begin to talk in 
the language of 'us and them'." 

This paper utilizes the communications literature on 
"mutual knowledge" to explore challenges of communi- 
cation and collaboration under dispersed and technology- 
mediated conditions. Mutual knowledge is knowledge 
that the communicating parties share in common and 
know they share (Krauss and Fussell 1990). In the work 
of communication theorist Herbert Clark and his associ- 
ates, mutual knowledge is referred to more broadly as 
"common ground," and considered integral to the coor- 
dination of actions (Clark 1996, Clark and Carlson 1982, 
Clark and Marshall 1981). But members of dispersed 
teams do not stand on common ground. Indeed, the usage 
"common ground" suggests how deeply engrained physi- 
cal copresence and shared physical setting may be to es- 
tablishing shared understanding and affiliation. In 1990, 
Krauss and Fussell raised the question of how the use of 
new communications technologies to support cooperative 
work would interact with the problem of establishing mu- 
tual knowledge. This paper takes up that question and 
adds to it two additional ones: "How does geographic 
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COORDINATION NEGLECT: HOW LAY 
THEORIES OF ORGANIZING 
COMPLICATE COORDINATION IN 
ORGANIZATIONS 

Chip Heath and Nancy Staudenmayer 

ABSTRACT 
We argue that organizations often fail to organize effectively because 
individuals have lay theories about organizing that lead to coordination 
neglect, We unpack the notion of coordination neglect and describe 
specific cognitive phenomena that underlie it. To solve the coordination 
problem, organizations must divide a task and then integrate the 
components. Individuals display shortcomings that may create problems 
at both stages. First, lay theories often focus more on division of labor 
than on integration. We discuss evidence that individuals display partition 
focus (i.e. they focus on partitioning the task more than on integration) 
and component focus (i.e. they tend to focus on single components of a 
tightly interrelated set of capabilities, particularly by investing to create 
highly specialized components). Second, when individuals attempt to 
integrate components of a task, they often fail to use a key mechanism for 
integration: ongoing communication. Individuals exhibit inadequate 
communication because the 'curse of knowledge' makes it difficult to take 
the perspective of another and communicate effectively. More importantly, 
because specialists find it especially difficult to communicate with 
specialists in other areas, the general problem of communication will 
often be compounded by insufficient translation. 

Research in Organizational Behaviour, Volume 22, pages 153--191. 
2000 by Elsevier Science Inc. 
ISBN: 0-7623-0641-6 
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Out of Sight, Out of Sync: Understanding 
Conflict in Distributed Teams 

Pamela J. Hinds * Diane E. Bailey 
Center for Work, Technology and Organization, Department of Management Science and Engineering, 

Stanford University, Stanford, California 94305-4026 
phinds@stanford.edu * debailey@stanford.edu 

Abstract 
The bulk of our understanding of teams is based on traditional 
teams in which all members are collocated and communicate 
face to face. However, geographically distributed teams, whose 
members are not collocated and must often communicate via 
technology, are growing in prevalence. Studies from the field 
are beginning to suggest that geographically distributed teams 
operate differently and experience different outcomes than tra- 
ditional teams. For example, empirical studies suggest that 
distributed teams experience high levels of conflict. These 
empirical studies offer rich and valuable descriptions of this 
conflict, but they do not systematically identify the mecha- 
nisms by which conflict is engendered in distributed teams. 
In this paper, we develop a theory-based explanation of how 
geographical distribution provokes team-level conflict. We do 
so by considering the two characteristics that distinguish dis- 
tributed teams from traditional ones: Namely, we examine 
how being distant from one's team members and relying on 
technology to mediate communication and collaborative work 
impacts team members. Our analysis identifies antecedents to 
conflict that are unique to distributed teams. We predict that 
conflict of all types (task, affective, and process) will be detri- 
mental to the performance of distributed teams, a result that is 
contrary to much research on traditional teams. We also inves- 
tigate conflict as a dynamic process to determine how teams 
might mitigate these negative impacts over time. 
(Distributed Work; Distributed Teams; Virtual Teams; Conflict) 

In response to a variety of factors that characterize 
the modem economy-including the global expansion 
of the marketplace and the businesses that serve it, the 
rise in mergers and acquisitions, and heightened compet- 
itive pressures to reduce the time to develop products- 
organizations increasingly are assembling teams whose 
members are drawn from sites far and near. Geograph- 
ically distributed teams face a number of unique chal- 
lenges, including being coached from a distance, coping 
with the cost and stress of frequent travel, and dealing 
with repeated delays (Armstrong and Cole 2002). Many 

scholars and practitioners have noted and expressed con- 
cern about one such challenge facing these teams: the 
prevalence and severity of conflict. Justifying their con- 
cern, reports from the field indicate that conflict is dis- 
ruptive to performance in distributed teams. 

Field studies further indicate that geographically dis- 
tributed teams may experience conflict as a result of 
two factors: The distance that separates team members 
and their reliance on technology to communicate and 
work with one another. Distance and technology media- 
tion have gone unexplored in existing models of conflict 
and performance in teams because their authors, for the 
most part, assumed that team members were collocated 
and communicating face to face. As a result, whether 
these two factors spur new antecedents of conflict is not 
known, nor is it clear how conflict in distributed teams 
might be reduced. In this paper, we consider the possi- 
bility that distance and technology mediation give rise 
to conflict in distributed teams. We also examine how 
conflict might manifest itself over time as members of 
distributed teams learn how to work and communicate 
across distances and use technology more effectively. 

Geographically distributed teams, whose members 
reside in different cities, countries, or continents, share 
a number of properties commonly associated with tra- 
ditionally conceived teams. Namely, they are groups 
of individuals that work together interdependently to 
accomplish a task, constitute distinct social entities, and 
jointly manage their team boundaries (Cohen and Bailey 
1997, Hackman 1987). 

Recent studies demonstrate the kinds of problems that 
arise uniquely in the case of distributed teams and that 
render questionable the comprehensiveness of past mod- 
els of group conflict and performance. For example, 
Armstrong and Cole (2002) reported that conflicts in 
geographically distributed teams went unidentified and 
unaddressed longer than conflicts in collocated teams. 
Beyond such empirical evidence, however, there is no 
comprehensive theory-driven prediction and explanation 
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Commentary Some unintended consequences of
job design

GARY JOHNS*

Department of Management, John Molson School of Business, Concordia University, Canada

By intent or default, all jobs have a design that constitutes a context for their incumbents, and that
design is embedded in a larger work context. The purpose of this article is to examine the unintended
and sometimes negative consequences of job designs and their related contexts. Several themes will
emerge in what follows. First, the larger context in which jobs are embedded can either shape or
countervail intended job design effects. Second, many job characteristics have a paradoxical double-
edged quality. For example, the same autonomy that leads some academics to produce creative
scientific breakthroughs enables others to produce crackpot ideas in the name of academic freedom.
Third, the question Job design for what purpose? is important to answer. Thus, job designs that support
high in-role performance might not support creativity or learning or citizenship or ethical behavior or
employee health. Finally, the identity of job incumbents is an important but seldom examined factor in
the consequences of job design.

The Fragility of Meaningfulness

In a comprehensive test of the Job Characteristics Model, Johns, Xie, and Fang (1992) found that
experienced meaningfulness was a particularly robust mediator of the connection between all core job
characteristics and work outcomes, a finding subsequently confirmed in a meta-analysis by Humphrey,
Nahrgang, and Morgeson (2007). Given the potent affective and motivational properties of
meaningfulness, it should play a key role in the design of jobs. However, research has shown that the
contextual cues that stimulate meaningfulness can be rather subtle, and thus overlooked, that other
aspects of job design or job context can damage inherent meaningfulness, and that people can extract
meaningfulness from cues rather far removed from the intended design of the job.

On the surface, soliciting scholarship money for deserving students or detecting cancer would seem
to be inherently meaningful tasks. However, as Grant and Parker (2009) imply, such jobs, as designed,
often inadvertently isolate incumbents from beneficiaries in a way that attenuates empathy and
motivation to help. Thus, in a field experiment, Grant and colleagues (Grant, Campbell, Chen, Cottone,

Journal of Organizational Behavior
J. Organiz. Behav. 31, 361–369 (2010)
Published online in Wiley InterScience
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The team scaling fallacy: Underestimating the declining efficiency of larger teams
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a b s t r a c t

The competitive survival of many organizations depends on delivering projects on time and on budget.
These firms face decisions concerning how to scale the size of work teams. Larger teams can usually com-
plete tasks more quickly, but the advantages associated with adding workers are often accompanied by
various disadvantages (such as the increased burden of coordinating efforts). We note several reasons
why managers may focus on process gains when they envision the consequences of making a team larger,
and why they may underestimate or underweight process losses. We document a phenomenon that we
term the team scaling fallacy—as team size increases, people increasingly underestimate the number of
labor hours required to complete projects. Using data from two laboratory experiments, and archival data
from projects executed at a software company, we find persistent evidence of the team scaling fallacy and
explore a reason for its occurrence.

! 2012 Elsevier Inc. All rights reserved.

Introduction

Across a wide range of industries and functions, from construc-
tion to consulting and from healthcare to new product develop-
ment, work is delivered to customers in the form of projects
completed by teams (Edmondson & Nembhard, 2009; Ilgen, Hol-
lenbeck, Johnson, & Jundt, 2005). Organizations turn to teams for
many reasons, one of which is the increased speed with which pro-
jects can be completed when work is divided among many people.
Organizations also rely increasingly on teams because knowledge
is evolving so rapidly that in many settings, no single person has
the depth of knowledge required to adequately serve customer
needs. Teams also allow for specialization of member roles through
the division of labor and can increase the knowledge resources
available both within a team and through members’ external con-
nections (Haleblian & Finkelstein, 1993; Moreland, Levine, & Wing-
ert, 1996; Reagans & Zuckerman, 2001).

In many project-based organizations that rely on teams, an
important key to competitive success is accurately estimating
and adhering to project budgets and deadlines. For a business
that delivers projects to customers, missing promised budget
and deadline estimates can tarnish a previously good reputation
with patrons, resulting in lost business. Such errors in forecast-
ing may also turn projects that should have generated profits
into money-losing ventures (Heskett, Sasser, & Schlesinger,

1997; Wheelwright & Clark, 1992). Despite the importance of
meeting deadlines and correctly estimating costs, industry statis-
tics suggest that many project-based organizations struggle with
these activities. For example, studies in the construction, health-
care, aerospace, and information technology industries have
found that anywhere from 33% to 88% of projects are delivered
late and over budget (Knight, 2011; Standish, 2009; Watson,
2008).

One possible explanation for these budget and deadline over-
runs is that process challenges arise when people work together,
yet estimators do not properly account for them. Research on
teams has shown that although increasing a team’s size provides
the potential for many benefits (e.g., through increased specializa-
tion and expanded knowledge networks), the team’s actual produc-
tivity may suffer due to process losses (Levine & Moreland, 1998;
Steiner, 1972). Increasing a team’s size can hamper its coordina-
tion, diminish its members’ motivation, and increase conflict
among team members (Hare, 1952; Ingham, Levinger, Graves, &
Peckham, 1974; Moreland et al., 1996). An interesting question is
whether estimators are sufficiently sensitive to these problems.
In this paper, we investigate whether estimators exhibit a bias that
we term the team scaling fallacy—a tendency to increasingly under-
estimate task completion time as team size grows. We confirm the
hypothesis that the team scaling fallacy plagues estimators in both
the laboratory and the field. We also identify and test an important
driver of this phenomenon: the tendency to focus too much on the
process gains associated with increasing team size, relative to the
process losses.

0749-5978/$ - see front matter ! 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.obhdp.2012.03.002

⇑ Corresponding author. Fax: +1 919 962 6949.
E-mail address: bstaats@unc.edu (B.R. Staats).

Organizational Behavior and Human Decision Processes 118 (2012) 132–142

Contents lists available at SciVerse ScienceDirect

Organizational Behavior and Human Decision Processes

journal homepage: www.elsevier .com/ locate /obhdp08-019 

Copyright © 2007, 2008 by Robert S. Huckman, Bradley R. Staats, and David M. Upton 

Working papers are in draft form. This working paper is distributed for purposes of comment and 
discussion only. It may not be reproduced without permission of the copyright holder. Copies of working 
papers are available from the author. 
 

Team Familiarity, Role 
Experience, and 
Performance: Evidence from 
Indian Software Services 
 
Robert S. Huckman 
Bradley R. Staats 
David M. Upton 

 

Journal of Applied Psychology Copyright 2000 by the American Psychological Association, Inc. 
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The Influence of Shared Mental Models on Team Process and Performance 

John E. Mathieu 
Pennsylvania State University 

Gerald F. Goodwin 
Pennsylvania State University 

Tonia S. Heffner 
University of Tennessee at Chattanooga 

E d u a r d o  S a l a s  a n d  J a n i s  A .  C a n n o n - B o w e r s  
Naval Air Warfare Center 

The influence of teammates' shared mental models on team processes and performance was tested 
using 56 undergraduate dyads who "flew" a series of missions on a personal-computer-based flight- 
combat simulation. The authors both conceptually and empirically distinguished between teammates' 
task- and team-based mental models and indexed their convergence or "sharedness" using individually 
completed paired-comparisons matrices analyzed using a network-based algorithm. The results illustrated 
that both shared-team- and task-based mental models related positively to subsequent team process and 
performance. Furthermore, team processes fully mediated the relationship between mental model 
convergence and team effectiveness. Results are discussed in terms of the role of shared cognitions in 
team effectiveness and the applicability of different interventions designed to achieve such convergence. 

Increased technology has contributed to the complexity of many 
tasks performed in the workplace, making it difficult for employ- 
ees to complete their work independently. In response to the 
technological advances, many organizations have adopted a team 
approach to work. Teams are viewed as being more suitable for 
complex tasks because they allow members to share the workload, 
monitor the work behaviors of  other members, and develop and 
contribute expertise on subtasks. An abundance of research has 
been conducted on the factors that contribute to high team perfor- 
mance (for reviews, see Gist, Locke, & Taylor, 1987; Salas, 
Dickinson, Converse, & Tannenbaum, 1992). One variable that 
has recently received much theoretical attention concerns the in- 
fluence of team members'  mental models on team-related pro- 
cesses and behaviors (Klimoski & Mohammed, 1994; Kraiger & 
Wenzel, 1997; Rentsch, Heffner, & Duffy, 1994; Stout, Salas, & 

John E. Mathieu and Gerald F. Goodwin, Department of Psychology, 
Pennsylvania State University, University Park; Tonia S. Heffner, Depart- 
ment of Psychology, University of Tennessee at Chattanooga; Eduardo 
Salas and Janis A. Cannon-Bowers, Training Systems Division, Naval Air 
Warfare Center, Orlando, Florida. 

Tonia S. Heffner is now at the Arm), Research Institute, Washington, 
DC. Gerald F. Goodwin is now at the American Institutes for Research, 
Washington, DC. Eduardo Salas is now at the Department of Psychology, 
University of Cenlral Florida, Orlando, Florida. 

The views, opinions, and findings contained in this article are those of 
the authors and should not be construed as an official position, policy, or 
decision of their respective affiliations. We thank Dana Born, Gwen Fisher, 
Kirsten Hobson, Kara Ivory, Mike Trip, and Nikki Windefelder, who were 
instrumental in the running of the teams and data coding portions of this 
work. 

Correspondence concerning this article should be addressed to John E. 
Mathieu, who is now at the School of Business Administration, Depart- 
ment of Management, University of Connecticut, 368 Fairfield Road, 
6-41MG, Storrs, Connecticut 06269-2041. Electronic mail may be sent to 
jmathieu @ sba.uconn.edu. 
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Kraiger, 1996). The present research was designed to empirically 
examine the impact that teammates' mental models have on team 
process and performance in a dynamic and exciting laboratory 
flight simulation. 

A team can be defined as "a distinguishable set of  two or more 
people who interact, dynamically, interdependently, and adap- 
tively toward a common and valued goal/objective/mission, who 
have each been assigned specific roles or functions to perform, and 
who have a limited life-span of membership" (Salas et al., 1992, p. 
4). Research has identified numerous factors that affect teams and 
has offered several models of team functioning (Guzzo & Dickson, 
1996). Although these different models vary in details, they all 
share an input-process-outcome (I-P-O) framework. Inputs to 
such models are conditions that exist prior to a performance 
episode and may include member, team, and organizational char- 
acteristics. Performance episodes are defined as distinguishable 
periods of time over which performance accrues and feedback is 
available. Processes describe how team inputs are transformed into 
outputs, Outcomes are results and by-products of team activity that 
are valued by one or more constituencies. Hackman (1990) iden- 
tified three primary types of outcomes: (a) performance-including 
quality and quantity, (b) team longevity, and (c) members' affec- 
five reactions. Although we recognize the importance of all three 
types, for our purposes we will concentrate on performance 
outcomes. 

Empirical examinations of  I-P-O models have demonstrated 
their utility (e.g., Campion, Medsker, & Higgs, 1993; Gladstein, 
1984; Guzzo & Dickson, 1996). However, the large number of 
factors that influence outcomes has prohibited a comprehensive 
examination of the model. Many variables that have been proposed 
to influence team processes and thereby team performance have 
yet to receive much empirical examination. Included among these 
are members' knowledge and its organizational structure. This 
oversight has occurred despite acknowledgement of  the impor- 
tance of knowledge organization for individual and team perfor- 
mance (Cannon-Bowers & Salas, 1990; Cannon-Bowers, Salas, & 

	  

Who’s in Charge Here?  How Team Authority Structure Shapes Team Leadership  

 

Ruth Wageman 

Harvard University 

 

Colin Fisher 

Boston University 

 

While teams accomplish much of the work in modern organizations (Hills, 2007; Kozlowski 

& Bell, 2003; Lawler, Mohrman, & Ledford, 1995), the meaning of team leadership remains 

elusive.  Two factors contribute to this ambiguity.  First, team leadership encompasses a wide 

variety of activities; it can mean everything from deciding to form a team in the first place to 

exhorting members to exert more effort (Burke et al., 2006; Fleishman et al., 1991; Hackman & 

Walton, 1986; Morgeson et al., 2010; Zaccaro, Rittman, & Marks, 2001).  Second, team 

leadership can be enacted by multiple people; indeed, it would be a tall order for any one 

individual to provide all the leadership necessary for a well-functioning team.  Because team 

leadership involves a wide variety of behaviors enacted by multiple people, many scholars and 

practitioners have embraced a functional view of team leadership (McGrath, 1962, p. 5), in 

which team leadership is defined as “to do, or get done, whatever is not being adequately 

handled for group needs” (Ginnett, 1993; Wageman & Hackman 2009).  

Some scholars have attempted to specify the key leadership functions that promote team 

effectiveness.  Specifically, Hackman and Wageman (2005) posited that team effectiveness is a 

joint function of three performance processes: (a) the level of effort group members collectively 
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How might computing connect large groups  
to tackle bigger, harder problems  
than they could complete in isolation?



How much do 
you weigh?

My cerebral cortex is 
insufficiently developed for 

language



Whoa, the mean guess is within 
1% of the true value



Let’s check our 
http://hci.st/wise 

results 



Early crowdsourcing research 
[Grier 2007]

1760
British Nautical Almanac 
Neil Maskelyne

15

Two distributed workers work independently, and a third verifier 
adjudicates their responses



Work distributed via mail 16



Mathematical Tables Project
� WPA project, begun 1938
� Calculated tables of mathematical functions
� Employed 450 human computers

� The origin of the term computer

17



Enter computer science
� Computation allows us to execute these kinds of goals at even 

larger scale and with even more complexity
� We can design systems that gather evidence, combine estimates, 

and guide behavior

18



Iterative crowd algorithm

19



Iterative crowd algorithm

20

You (misspelled) (several) (words). Please spellcheck your work next time. I also 
notice a few grammatical mistakes. Overall your writing style is a bit too phoney. You 
do make some good (points), but they got lost amidst the (writing). (signature)



Etymology
� Crowdsourcing term coined by 

Jeff Howe, 2006 in Wired  

� “Taking [...] a function once 
performed by employees and 
outsourcing it to an undefined 
(and generally large) network of 
people in the form of an open 
call.”

21



Recall: games with a purpose
Label every image on the 
internet using a game 
 
[von Ahn and Dabbish, 
CHI ’06]
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Recall: scientific collaboration
� FoldIt: protein-

folding game
� Amateur scientists 

have found protein 
configurations that 
eluded scientists 
for years

23



More successes

24

Largest encyclopedia  
in history

Kasparov vs. the world 

NASA Clickworkers  DARPA Red Balloon Challenge  

Disaster reporting

Collaborative math proofs



Crowd work
� Crowds of online freelancers are now available via API
� Amazon Mechanical Turk, Upwork, TopCoder, 99 Designs, etc.
� 600,000 workers are in the United States’ digital on-demand economy 

[Economic Policy Institute 2016]
� Eventually, this will include 20% of jobs in the U.S. [Blinder 2006],  

about 45,000,000 full-time workers [Horton 2013]
� The promise: What if the smartest minds of our generation 

could be brought together with a single click? What if you could 
flexibly refashion your career with every job you do?

� The peril: what happens when an algorithm is your boss?
25



� Pay small amounts of money for short tasks 

Amazon Mechanical Turk

26

Label an image 

Reward: $0.02

Transcribe audio clip 

Reward: $0.05



Major topics of research

Crowd algorithms 
[Little et al., HCOMP 2009]

Crowd-powered systems 
[Bernstein et al., UIST 2010]
[Bigham et al., UIST 2010]

AI for HCOMP 
[Dai, Mausam & Weld, AAAI 2010]

Complex Work  
[Kittur et al., UIST 2011]

Incentives and Quality  
[Mason and Watts, HCOMP 2009]
[Dow et al., CSCW 2012]

27



Incentives and 
quality



Goal: modularize the task so 
that anyone can do it
� If done correctly, a 

decentralized group of 
workers can accurately 
complete the task at high 
quality
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Problem: low-quality work
� “These cheap labels may be noisy due to lack of expertise, 

dedication, [or] interest” [Sheng, Provost, and Ipeirotis 2008] 

� “Workers cannot be relied upon to provide high-quality work 
of the type one might expect from a traditional employee for 
various reasons including misunderstanding of task directives, 
laziness, or even maliciousness.” [Lasecki et al. 2011]
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What can we do?
� Does paying more produce better work?
� More work, but not higher-quality work  

[Mason and Watts, HCOMP ’09]
� …Unless the task is designed so that workers can produce higher 

quality work by exerting more effort [Ho et al., WWW ’15] 

� Does feedback produce better work?
� Self-assessment and expert assessment both improve the quality of 

work 
[Dow, Kulkarni, Klemmer and Hartmann, CSCW ’11]
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Incentives 
[Shaw, Horton and Chen, CSCW ’11]

� Which of these approaches improve quality?
� Comparison to other workers
� Normative claims: “it’s important that you try hard”
� Solidarity: your team gets a bonus if you are right
� Humanization: “thanks for working; I’m Aaron.”
� Reward or punish accuracy with money
� Reward or punish agreement with money
� Bayesian truth serum: predict others’ responses
� Bet payment on the accuracy of your responses
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Judging quality explicitly
� Gold standard judgments [Le et al., SIGIR CSE ’10]
� Include questions with known answers
� Performance on these “gold standard” questions is used to filter work 

� Get Another Label [Sheng, Provost, Ipeirotis, KDD ’08]
� Estimate the correct answer and worker quality jointly
� Try it! https://github.com/ipeirotis/Get-Another-Label
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Judging quality implicitly 
[Rzeszotarski and Kittur, UIST ’12]

� Observe low-level behaviors
� Clicks
� Backspaces
� Scrolling
� Timing delays

� SVMs on these behaviors predict work quality
� Limitation: models must be built for each task
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Person- vs. process-centric 
[Mitra, Hutto and Gilbert, CHI ’15]

� Person-centric methods: find and filter for high performers
� Essentially, build up a private reputation measurement
� e.g., gold standard questions
� e.g., qualification tests 

� Process-centric methods: take all comers and use algorithms
� e.g., financial incentives
� e.g., Bayesian Truth Serum

� Result: person-based strategies are most effective 36



Boomerang 
[Stanford Crowd Research Collective, UIST ’16]

� Little incentive to leave accurate feedback
� Boomerang: rebound the consequences back 

onto the rater
� When I give a worker a high rating, the system gives 

that worker early access to my future tasks.

� Example: giving a high rating to a low-quality worker 
increases the probability that the low-quality worker 
returns to do more of my work

� This strategy empirically deflates reputation scores
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Michael’s take
� There are two primary causes of quality challenges:
� Strategic dishonesty, where the worker is explicitly seeking to get away 

with more money and less effort
� Mental model misalignment, where the requester has not clearly 

communicated their goal to the worker  

� My experience is that strategic dishonesty is rare and can be 
caught, whereas mental model misalignment is ubiquitous
� (But most of our papers focus on strategic dishonesty)
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Michael’s take
� Quality isn’t the problem with crowdsourcing, per se
� It’s actually the amount of effort required that drives requesters 

(buyers) away
� Authoring tasks
� Getting rid of bad workers
� Revising tasks
� It’s a ton of babysitting work 

� I now agree with Mitra that finding ways to identify high-quality 
workers, rather than high-quality work, is the best way to 
escape the Mechanical Turk market for lemons 39



Crowdsourcing 
algorithms



Goal: guide crowds as they work
� Designing crowdsourcing algorithms is often like designing a 

user interface that will keep a user “in bounds” on your 
application

� Challenges
� Taking unexpected action
� Trying too hard
� Trying not hard enough
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Crowdsourcing algorithm
� A generalized version of a workflow  

� Iterative algorithms [Little et al. 2009]
� Hand off from one worker to the next  
 
 
 

� Most crowdsourcing processes are more parallel, but less 
interesting algorithmically
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Crowdsourcing algorithms
� Open-ended editing: Find-Fix-Verify  

[Bernstein et al., UIST ’10]
� Graph search [Parameswaran et al., VLDB ’11]
� Clustering [Chilton et al., CHI ’13]
� and many more...  

� When write an algorithm?  
If you tried this in a straightforward way,  
would crowds fail? Why?
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CrowdForge 
[Kittur et al., UIST ’11]

� Crowdsourcing as a 
map-reduce process

� To write a wikipedia 
page, partition on topics, 
map to find facts and 
then reduce into a 
paragraph
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Turkomatic 
[Kulkarni, Can, and Hartmann, CSCW ’12]

� Let the workers decide 
on task design

� Is a task too complicated 
for $D? If so, ask for sub-
tasks and recurse. If not, 
do it yourself.
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� Creating a blog with 
content:



Crowd-powered 
systems



Why do it?
� Embed crowd intelligence inside of user interfaces and 

applications we use today
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Wizard of OzInterfaceWizard of Turk



Soylent 
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VizWiz 
[Bigham et al., UIST ’10]
� Visual question answering for the blind 
 
 
 
 
 
 

� 1 to 2 minute responses by keeping workers on fake tasks until 
needed
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Crowd-powered databases
� Database with open-world assumptions:  

SELECT * FROM ice_cream_flavors
� Several university flavors
� Berkeley: CrowdDB [Franklin et al., SIGMOD ’11]
� MIT: Qurk [Marcus et al., CIDR ’11]
� Stanford: Deco [Parameswaran et al. ’11]

� Tackling many important optimization questions: e.g., joins, 
ranking, sorting
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Realtime crowdsourcing 
[Bernstein et al., UIST ’11] 51



Realtime crowdsourcing 
� Realtime captioning using shotgun gene sequencing techniques
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New forms of 
crowdsourcing



\

Hacking motivation [Heimerl et al., CHI ’12] 54

http://dl.acm.org/ft_gateway.cfm?id=2208619&type=mov&path=%2F2210000%2F2208619%2Fpaperfile379%2D3%2Emov&supp=1&dwn=1&CFID=215280793&CFTOKEN=23482298


Microtask crowds struggle with 
complex tasks

� Design, engineering, writing, video 
production, music composition  
[Kittur et al. 2013, Kulkarni et al. 2012]
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Crowds of experts
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Mechanical Turk

microtask worker
microtask worker
microtask worker
microtask worker
microtask worker

programmer
designer
video editor
musician
statistician

Upwork



Flash Teams 
[Retelny et al., UIST ’14]
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Computationally-guided teams of crowd experts supported by 
lightweight, reproducible and scalable team structures. 

Input OutputFlash Team

design





Artificial 
intelligence for 

crowds



TurKontrol: AIs guiding crowds 
[Dai, Mausam and Weld, AAAI ’10]

� Workflow planning as a decision-theoretic optimization 
problem

� Trade off quality vs. number of workers required
� POMDP to decide: do we need a vote? do we need more voters? do 

we need more improvement?
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The future for 
crowd workers



What would it take for us to be 
proud of our children growing up 
to be crowd workers?



Careers in crowd work 
[Kittur et al., 2013]

� More and more people are engaging in online paid work: 
programmers, singers, designers, artists, …

� Would you feel comfortable with your best friend, or your own 
child, becoming a full-time crowd worker?

� How could we get to that point? What would it take?
� Education
� Career advancement
� Reputation
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Potential or peril?
� Crowdsourcing is a populist form of information work, but the 

technical infrastructure actively disempowers workers.  
[Irani and Silberman ’13]
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Take back the market
� Turkopticon [Irani and Silberman ’13]
� Lets workers (sellers) review requesters 

(buyers)  
 
 

� Dynamo [Salehi et al. ’15]
� Lets workers engage in collective action
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Needed infrastructure
� Support for career growth
� e.g., micro-internships [Suzuki et al. 2016] 

� Training and education 

� Longer-term employment  

� Decoupling the social safety net from firm-based employment
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Michael’s take
� Broadening our worldview from microtasks to a global, 

digitally–networked expert workforce will reshape our research 
trajectory 

� If Mechanical Turk is the Friendster of online labor, what will be 
the Facebook of online labor?
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Discussion rooms
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Rotation Littlefield 107 Littlefield 103

a 12 34

b 24 13

c 14 23

d 34 12

e 13 24

f 23 14


